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Theme

Stability in guidance and control can be illustrated by the following examples:

- Air vehicles subjected to atmospheric instabilities (particularly downbursts and windshears), including flight control in
downbursts, detection of downbursts from the ground or by airborne systems, and aircraft guidance to avoid them.

- Control of fighters at high angles of attack which may become unstable due to a bifurcation point beyond which their
behaviour becomes unpredictable, though belonging to the deterministic domain.

- Control of laminar-turbulent transition for high performance aircraft (subsonic and supersonic), including improvement of
stability by control of transition, and the impact of fully laminar flow on aircraft control.

The concept of stability also needs to be looked at from a theoretical point of view - for example, the impact of uncertainties in
initial conditions on system behaviour. This has links with the concept of model robustness.

The programme was as follows:

Ist Session. Fundamental aspects of stability with examples:
The dilemma of stability vs. manoeuvrability and its consequences on military ano civilian aircraft; stability and controllability of
non-linear systems; various types of stability of an equilibrium state.

2nd Session. Basic theoretical aspects and chaoý;:
Newtonian mechanics and thermodynamics; transition from stability to chaos; boundary layer control on a wing or fuselage.
stabilisation of an unstable aircraft (decoupling of the controls of aircraft, helicopters, or convertibles).

3rd Session. Applications of aerospace techniquies:
a) External parameters: the atmosphere, turbulence, windshears and downbursts; their detection and modelling (methods of

detection -- whether ground or air based - the information processing of the data collected); control laws when flying
through atmospheric disturbances; criteria.

b) Control of the flow around wings and fuselage. C, and C, variations with boundary layer effects. Stability of a spin.
Prediction of the instability and consequences for vehicle guidance.
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Theime

Les prob[~mes de stabilit6 darts l'optique du guidage et du pilotage peuvent ktre illustr~s par les exemples suivants:

- Vehicules a~riens soumis aux instabilit~s atmosph~riques (particuli~rement les cisaillementg de vents) incluant le contr6le du
vol dans un -downburst" ainsi que la detection de ceux-ci, soit du sol, soit ý bord de 11avion, et le guidage de I'avion pour 6viter
ces ph~nomenes.

- Contr6le des chasseurs At des tr~s grandes incidences qui peuvent devenir instables A cause de -bifurcations" derri~re
lesquelles le comportement des v~hicules devient impr~visible, bien q7,'appartenant aui domaine "eemn"

- Contr6le de la transition laminaire-turbulent pour les avions ý hautes performances (subsoniques oti supersoniques).
incluant I'am~lioration de la stabilit6 grAce au contr6le de la transition et l'impact d'un 6coulement totalement laminaire sur le
comport~menlt de I'avion.

Le concept de stabilite doit &tre 6galement consid&r6 d'un point de vue th~orique. par exemple. en examinant les consequences
des incertitudes sur les conditions initiales stir le comportement dui syst~me. Ce problime est H6e, d'ailleurs. au concept plus
general de la "robustesse" d~un mod~Ie,

Le programme de l'atelier a et6 le suivant:

Mre Session. 'Aspects fondamentaux de ]a stabilit6 et exemples"
-c. dilemme stabilit&manoeuvrabilit6 et ses consequences sur ht stabilit6 des a~ronefs civils et militaires; la stabilit6 et la
pilotabifitý des syst~mes non-lin~aires; diff~rents types de stabilit6 d'un "point" d'6quilibre (6tat).

2enze Session. *Aspects th~oriques fondantentaux et chaos"
Mecanique newtonienne et thermodynamique; transition stabilit6/chaos;, contr6le de la couche limite sur une aile ou un
fuselage, stabilisation d'un avion instable (d~couplage des commandes dans un avion. un helicopt~re oi tin convertible).

3&nze Session. 'Applications aux techniques a~rospatiales"
a) Les param~tres externes: I'atmosph~re, la turbulence, les cisaillements de vents et les "downbursts"J eurs detecteurs et )eur

modelisation (m~thode de detection - so[ ou a~roport~e - et traitement de I'information collect&e); lois dc contrt~lc en Vol
en atmosphý,es tr~s turbulentes; crit~res.

b) Contr6le de 1V6coulement autour des ailes et du fuselage. Cz et Cx lorsqu'on prend en compte Ia couche limite; stabilit6 d'un
avion en vrille; prediction de l'instabilit6 et consequences pour le guidage du v~hicule.
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INTRODUCTION

by Dr M.J. PELEGRIN, Programme Committee Chairman

Is stability a measurable quantity - like mass or an Recently. new vocabulary has been introduced: strange
identifiable quantity - like temperature'? There are many attractor instead of equilibrium point or limit cycle.
definitions of stability, sometimes contradictory: in fact,
it is a subjective quantity which should be defined in the All chapters of physics are affected by the concepts of
context of thc theme considered. The reference system in stability. Mechanical systems were the first to be affected
which the system evolves should be defined: stability by Poincar6's approach. Theories and studies concern
may exist in a given reference system, but no longer non linear systems. All that can be said about linear
exists in other reference systems. Stability seems to be a systems has been said at the present time. No global
dominant factor for aircraft or missile control - or any solution is expected. The robustness concept of a control
type of vehicle. However, stability and manoeuvrability system is an extension of linear systems studies. This
are two opposing factors which intervene in aircraft concept is important for applications in industry or
control: for civilian aircraft stability is the dominant vehicle control. Robustness can be defined as the
fictor; for military aircraft or missiles manoeuvrability is capacity (capability) of coping with the specified
the dominant factor. The above are some of the reasons performances in spite of some unknown concerning the
which led to the organization of a Workshop on parameters which define the system to be controlled - or
"Stability" for the AGARD community, sometimes, the controller parameters themselves.

Obviously, a linear differential equation with such
Basically, stability is related to irreversibility which uncertainties on coefficients is no longer a linear
means energy dissipation for linear systems, but linear equation. In fact, even in the beginning of linear system
systems are very rare though they also often represent a studies "phase margin" and "gain margin" were used to
suitable approximation of non linear systems. Stability is compensate for some errors in the system description.
also a matter of accuracy. Let's take the earth's rotation: Nowadays more elaborate techniques such as H_
i, it stable or unstable? This question has no meaning optimization enables us to deal with multi-input, multi-
until the range of accuracy we are looking for. and in output systems.
fact, the whole context is specified. Due to the accuracy
of existing atomic clocks, it is demonstrated that daily The stability concept is widely used in thermodynamics,
variations are of the order of Ims yearly or pluri-annual at least before statistical thermodynamics canme into
variations of the order of tens of ms, occur in a pseudo being. irreversibility - at least from a practical point of
periodic manner. However, the angular velocity is view - leads to the entropy concept, which simply says
necessarily decreasing on a long-range basis: this is that "in an autonomous system entropy can only
mainly due to the water/earth friction of tides. In the pre- increase". Irreversibility is no longer accepted as a
Cambrian period (400 M years) the day was 15 hours! universal law in statistical thermodynamics, namely those
What has been said about the angular velocity of the who study "chaos". Maxwell's devil could operate ... if
earth could also be said about the direction of the earth's we wait an appropriate very long time.
momentum. At the pole the trace of the rotational vector
moves continuously in a circle of about 2m in diameter. We can probably say that the dilemma "stability-
However. for all human activities the earth's rotation is instability" has mainly progressed in fluid mechanics,
considered (except by some astronomers) as stable. aero and hydro dynamics and spectacular (in both

meanings of the word) results arose from the Bernard's
Poincard in the 1870s studied stability for non- curls; they directly derive from a non-organized
autonomous and autonomous problems. Ljapounov in the structure, order came up from disorder! If the heating of
1900s introduced a way of proving whether or not the fluid is adjusted, it can be stable as long as we do
stability was sufficient, but not the necessary conditions, not modify the heat transfer (it is a non-autonomous
Thereafter the behaviour of a system in the vicinity of an system).
"equilibrium point" was studied in detail (Poincar6) and
equilibrium points or "singularities" were classified as Nonetheless. in this domain, the aerodynamic flow
nodes-summits-focus-saddle, around a wing can be stable though instability may

locally appear in the boundary layer: during a "normal

A variety of possible behaviour in the vicinity of a point, flight" the boundary layer becomes turbulent (i.e.. locally
the limit cycles, which can be stable or unstable, were unstable) somewhere between one-half or two-thirds of
introduced; they generalized the stability point by letting the wing chord. Bu'fet phenomena is due to the escape
a periodic motion, normally of a small amplitude. around of curls from the boundary layer, a phenomena which
the stability point (in th," phase plane or space). should be avoided for aircraft performance and passenger
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comfort. Flutter phenomena which is very dangerous, is weather will be be like today's" you are not making a
due to aero-elastic coupling between air-flow and wing bad forecast! (The probability of success is well above
elasticity: it appears when the frequencies of 2 modes 50% since in these countries weather does not change
converge to a unique frequency (normally the 1st every day - a certain degree of stability exists.) Weather
bending and lst torsion modes). This is typically a case is a consequence of air movement over the world: it
of instability which can gradually arise from stability should be predictable as for any system for which the
when some flight parameters vary (velocity and/or load equations are known. Unfortunately, air movement is
factor), governed by partial derivative equations - they are known

with a reasonable certainty -but a set of homogeneous
Stability - or instability - has also a meaning in static initial conditions (3-D) is____ to be acquired even by
structures (bridges -. buildings, dams, earth meteorological satellites. Meteorologists proceed by
embankments, ship or aircraft structures, etc.) when loads region (they use some grids, ranging in size from a few
reach a given value: this is the buckling. Even in the kilometers to hundreds or thousands of kilometers) and
earth's crust, instability appears (earthquakes). Roughly try to start with coherent sets of initial conditions on the
speaking, it can be said that due to the tectonic plate boundaries of these grids. The computer then solves the
motions, when, in a given location, the friction constraint equations and they arrive at a correct(?) prevision for 24
is surpassed, the sliding effect or the elastic deformation or now 48 hours. Their goal is to achieve predictions
of a part of ground is suddenly transformed into a jump. with the same degree of accuracy for a 72-hour period

before the end of the century.
Many other subjects could be mentioned. To conclude, I
would like to briefly mention atmospheric conditions. This Workshop will consider these questions in depth
Has stability a meaning? Probably not, though in many during 3 days. The programme of the Workshop is given
countries, like those in the temperate zone. weather has a in the Table of Contents.
certain degree of stability: if you say "Tomorrow the

/ The Tacoma suspension bridge which collapsed on
7 Nov 1940 was subjected to a relatively low wind
(18.7 m/s). It was a typical phenomena similar to
flutter (conjecture of 2 vibrating modes).
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EXPIOSk IYOUVEWI'URE

par

Miarcel llenichou
Presidentde l'Office National

d'Etudes et de Recherches A~rospatiales
BP 72 - 92322 Chitillon Cedex

France

Mesdames, Messieurs, Pour surmonter los difficultes. et parallelenowot .1

la recherche de palliatifs empiriques. les tontatives dv
Des [a fin du lgenio siecle, le probleme de la imodelisatLion des phenomenes, pouir nocox les maitrisvr,

stabilite des aeroplanes a 6et au centre des se soot developpees. en prenant appui Suir lai iheoric ct
preoccupations des concepteurs de machines et des les simulations, cc qclo est une deniarcho clas-siq-e. Mai,.
scientifiques qui se penchaient sur leurs pojets. au fur et a mesure quo les difficultes CtaienOt

surniontees, l'accroissement recherche doi domain de
Get intkrkt ne sest pas d~menti au coars du siecle vol. en vitesse, altitude ct incidenoc. oecessitztit de

ecouI6 depuis, passant de la recherche de la stabilite nouvetux efforts.
".1naturelie" des aeronefs, a la recherche du contrdle de
machines instables, en d'autres termesA aIa recherche de Les prouossos do ca Ico n miiriquu hi
la stabilit.6artificiell ; passant de la ncessite de reunir miniaturisation des oirgancs de puissooco, ci
les conditions d'un pilotage praticable, puts sfir. A des l'aug-mentation tUc lour hando passarlto soot v'ofleos a
ambitions plus diverses. point nomme pour perinettre effoctivemont do conirlor~

l'instathi lit4 dainsces dornai nos olargis.
En foniction des missions des aeronefs, des criteres

empiriquos do stabilite ont d(I 6tre d~finis, differents Uln vasto chamip d'analyso rosto neanolotos n
pour los avions do transport et pour les ae~ronefs do defricher en grande partie :celiii doi comportomient
combat, du fait d'exigences contradictoires en ternios do humain et de linterface hominic-machino. La tache do
maniabilite et de stabilite. On se contentera do citer la pilotage la plus frequenite est tine tUche do poursilite do
rechorcho relativemont rkconte du meilleur comnpromis cible :au sons propre lorsqu'ii s'agit do combat acrien.
maniabilit6-stabilitc aux tr~s hautes incidonces - au sons figure lorsqu'il s'agit par exomiplo de reojindre
depassant 50'o- pour accroitre les possibilites du combat une plate-forme d'atterrissage moiii'. wile quo lo pint
aerien. d'un porte-avions par me1r forte. loes limitations,

naturelles do I'homme et la variahilite de sots
D'autre part, los vehicoles r~els etant floxihlos ut caracteristiques (fatigue, sommonil, distraction, etA..) Font

non rigides, la maitrise do l'aero~lasticite est vito qo'on n'a pas fini de parlerde pomnpage pilotc.
devenue on d~fi majour, avec des aspects statiques. et
dynamniques tels quo le flottement, d~li d'autant plus D~e grands progr~s ont done etc acconiplis sclon oin
grand quo le domaine de vol s'elargissait sans cestti. processos faisant de plus on plus appol a ia recherche

appliquee.
Enfin, los ph~nomenes do buzz d'entr~e dair ont

limith los excursions A Mach elevA ou obligA A mettre en Neanmoins, et en parallele, on a assiste et on
placo dos dispositifs permettant do les 6viter. continue A assister A un effort soutenu dans le domnaine

do la rochercho fondamentale et cn particulier danis la
On voit quAh beaucoup d'6gards, et bien plus quo rechercho des regles do "chaos de~terministo".

d'autres secteurs; dlactivitA, l'aironautiquc a db et doit auxquelles peuvont obeir le:E systkmes non lincairos.
prondre on compte la notion d'instabilit0. avec on particiilier ]'ambition do mieux comprendre au

niveao Jo plus fin les phenom~nes de turbulence et los
J'ai dit "IPa~ronautique", je devrais dire bion sfir 6coulements instationnaires, sans so limiter A los

"l'aeronautique et 1'espace" puisque los instabilitks do niod~liser au niveau macroscopique, no A repousser
combustion des propergols dans los propulseurs des lapparition de la turbulence de couche limite par
lanceurs spatiaux ont causo6 bien des soucis, et puisque recours h des moyens ompiriques.
dans [a conqudte de 1lespaco, en raison dos d~lais de
transmission qui peuvont atteindre plusieurs minutes, Votre ordre do jour refl~te les deux tendances:
les syst~mes spatiaux doivent At~re dotes d'uno large recherche fonidamentale et recherche appliquee, do
autonnmie et donc avoir recoors & des architectures do faqon assez dquilihrde d'ailleurs ;le chaos tient one
contrble boucle fermee dont la stabilite doit ýtre place tr~s importante dans los deux premi~res sessions.
assurt~e. La troisii~me session, consacr~e aux applications, so



preoccupe es-sentielleniert- des problenies de contr6le do charge par les dispositifs automnatiques, amrortisbeurs ')u
vol et de turbulence avec un fort accent sur le vol a tri~s arnplificateurs, Lin nombre croissant de variables (non
haute incidence, domaine oui les ex-sovietiques peuvent seulement position des gouvernes classiques, maiis
appoirter dernain le fruit de le-_: experience, et qui nombre de gouvernes. regimie moteur, configurations,
repond ti Lin besoin explicite dt-'Ailisateurs militaires. etc.) dans des domaines de vol de plus en plus grands.

pour optimiser la inanuieuvrahi lite ou les
+* consomm~ations.

Cependant, dIcux questions surgissent, a lexanien
de cet ordre diujour. L~e- risqoes auginentent alors :risque d'r'rreors,

dons I'analyse des cas susceptibles d'etre rencontres et
1. premiere concerne le passage au stade des phenonienes susceptibles d'intervenir .risque-

a.''atif dans l'aeronauitique et lespace, des d'erreurs dans Ia realisation des logiciels a ces risqucs,
recrnerches concernant. les phenonienes chaotiques d'erreurs ou d'omissions s'ajoute le risque d'introduction
cette echeance est-elle proche ou lointaine? de fausses solutions I a simulation numerique de

phenomn~nes physiques regis par des equations oux
Si l'on cronsidere par exerople Ia transition deriveesp ;tiel les comportant des termes (wi I li ncaires.

haiminaire-turbulent. )amnelioration des conriaissanceb, peut entrainer, du fait de Ia discretisation. de,
par Ia vote experimentale, ne s'est pas accompagnee comportement parasites. c'est a-dire dr~igine poreflent
doune ame~lioration des methodes pratiques de prevision. numerique. Certains cenLres de recherches tentent de
qu'il s'agisse des transitions par by-pass, ou pour lea progresser dans ce domaine. D~e fat~on plus banale i I y ai
transitions naturelies, de methodes innovatrices par le risque de converger vers one solution qui nest pas ki
rapport a celles basees sur Ia loi dite "en er", bonne do fait de Ia non unicite de solrition nwine si luc;

calculs sont parfaits. Ces risques ne soot pas sculemerit
P'our cc probleme et, plus generalemient, pour uric theoriques :des accidents et incidents recents. qoi sonl.

meileure comprehension des phenoinenes de de nature a faire mettre en cause les !ogioeis. rut
turbulence. faudra-t il attendre les prrrgres futurs de sensibilise lesburtaux d'etude desconstrocteurs.
l'infrirmatique pour en donner uine representation de
plus eni plus Fine Mfin d'apprehender des tourhillons de tin grand hebdomadaire dec la presse aeilsc
plus en plus fins I Ou une autre approche est elle arnplifiant Ie mouvement d'inquietude. titrait
envisageable des aujourd'hui ? recerninent. sans ambages :"La comiplexite des Irgiciels

embarques menace la seurite d 's aVirnIS -

Lit seconde interrogation se situe sur on auLtre On petit surtrout se dermander s'i I skffirti de faire
plan. Elle est liee a cc que j'appellerai l'intrusiuin de des progres dans hi validation des progrninnlmes
I'informatique dans le traitement en temps reel. sor les informnatiques des calculateurs de bord, Soivant It',
aeronefs. dec. p. oblemes de stabilite et. plus prircedes actuellement eprouves. ou si des reflexions
generalement, de cominandes de vol. plus profondes ne s'impirsent pas.

ILe progres apparemment sans limite de hi Je vous remnercie de votre attention.
puissance des calculateurs conduit a faire prendre en



STABILITE HYDRODYNAMIQUE DES ECOULEMENTS CISAILLES
(I-YDRODYNAMK' STABILfTYOF FREE SHEAR FLOWS)
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Fig 2 Variations of (a) normalized amplification rate and (b) normalized phase velocity
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CHAOTIC TIME SERIES ANALYSIS
Jaroslav Stark

Long Rang Research Laboratory.
Hirst Research Centre.
East Lane, Wembley,

Middlesex. HA9 7PP, UK.

SUMMARY series has been that, in common with many other branches of
Perhaps the single most important lesson to be drawn from the mathematics, the passage from linear to non-linear is a difficult
studpof non-linear dynamical systems over the last few one. Nevertheless, the last few years have seen rapid progress"study in non-linear time series techniques. One of the main reasons
decades is that even extremely simple deterministic dynamical for this has been the enormous advances made in the field of
systems can give rise to complex behaviour which from a sta- non-linear dynamical systems. Perhaps the most important of
tistical point of view can appear completely random. This phe- these has been the realisyation that even simple determinstic

nomenon is frequently referred to as chaos. One of its obvious non-linea7 dynamical systems can give rise to comples, be-
consequences is that it is possible to describe certain apparently haviour. Such behaviour is often stati, ;cally indistinguishable
complex signals using relatively simple non-linear models. This from that produced by a completely i idom process and as a
has led to the development of a variety of novel techniques for consequence has come to be referred to as chaotic. A simple
the manipulation of such "chaotic" time series. Initially, these equene hs come tb reere toas aoti.A sieconcentrated on the characteriation of chaotic signals example is given in Figure 1. which shows a time series x
methods cnetaeonhecaatrztoofcatcsgls obtained from the so called H~non map
using invariants such as fractal dimensions or Liapunov expo-
nents. Later. attenticn focused on the possibility of predicting
their future short term behaviour and this in turn has led to Xn-1 = 1 - 1.4 (xn)2 

+ y, (Ia)
algorithms for noise reductio:l in time series having a chaotic yn+1 = 0.3xn (I b)
com[onen t.

This paper begins with a brief description of the basic theoreti- Deterministic chaos of this kind occurs naturally in many
cal framework for analysing chaotic time series and then goes different non-linear mechanical, electrical, and electronic sys-
on to discuss recent work in this area in the Long Range Re- terns. Its existence forces us to drastically rethink our notions of
,search Laboratory. As a particular example we shall show how stability and predictability. As regards the former, within the
the ability to make short term predictions of chaotic time series traditional linear context stability implies bounded behaviour
can be used to extract small signals from a complex determin- and vice versa. In particular, if we do not wish our system to
istic background. Experiments with simulated data have shown diverge to infinity (which id likely to have unpleasant conse-
that it is possible to recover signals to a reasonable accuracy in quences), we are forced to design a linear system to be stable.
situations where the ratio of amplitudes of signal to chaotic By contrast, the behaviour shown in Fig. I is unstable (see be-
background is as low as 10-5:1. low) but still bounded. Hence non-linearity may allow future

system designers the freedom to drop the requirement of stabil-
1. INTRODUCTION ity if all they are interested in is a bounded operating regime.

Until recently, the subject of time series analysis has been Potentially, there could be substantial advantages in using the

largely dominated by linear mathematics and the behaviour of ;.herent instability of chaotic systems to obtain faster response

time series has been modelled by linear equations. Unfortunate- ,o control parameters. We shall discuss this briefly in §7 below.

ly. many natural phenomena are governed by fundamentally Turning now to the issue of prediction, chaotic time series such
non-linear laws and hence such linear models are often unable as Fig. I typically have continuous broadband power spectra.
to describe or predict their behaviour adequately. As a result. Classically, they would thus be modelled by a linear stochastic

conventional signal processing has for many years been ham- process, such as. for example, an autoregressive moving aver-
pered by its underlying assumption of linearity age (ARMA) model:

The main reason for the prevalence of linear approaches to time

05

05

• 0

-0 5

.1 5
0 200 400 n 600 8. 1000

Figure 1. Sample chaotic time series {Xn) derived from the H6non map in equation 1.
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k Eq. I, should lead to such apparently complex behaviour as that
++ ~() shown in Fig. i. The principal mechanism behind this phe-

xn = ao + I 3jxn-i +z bfn-j (2) nomenon is the extreme sensitivity of such systems to their ini-
j=t j=0 tial conditions. To illustrate this we slightly perturbed the initial

Here En is a sequence of uncorrelated random variables and the conditions (xo,yo) used to generate Fig. I to give (x'oy'o) where

ai and bi are the parameters of the model. Such a model as- x'O= x0+ 10-8 andy'o = yo + 10-S. Figure 2 shows the resulting
time series. Although the gross features of Fig. I and Fig. 2 aresumnes that the complexity seen in Fig. I is due to the random- very similar, careful inspection will show that xr, and x'n rapidly

ness represented by the En and hence leads to rather poor esti-
mates of the future behaviour of xn. By contrast, as we shall see diverge. ThiF is much more apparent in Figure 3 where we plot

below, considerable progress has been made in the last few log Xn - X'n I. Wce see that for about the initial 50 iterations log

years in developing non-linear prediction schemes which are xn X n I increases more or less linearly until there is essen-

able to make extremely good short term forecasts of chaotic tially no correlation left between xý and x',.

times series, even when the underlying dynamical equations It turns out that for sufficiently small perturbations the distance
(such as Eq. 1) are not known. Such prediction algorithms in between (xn,yn) and (x'ny'n) always grows exponentially with
turn can be used as the basis of novel techniques for signal pro- ii. This effect is known as exponential divergence of trajecto-
cessing including filtering, noise reduction and signal separa- ties and is characteristic of chaotic systems. Indeed, it can be
tion. used to define chaos. In systems which exhibit such sensitive

dependence on initial conditions any small perturbation to the
2. CHAOS AND INSTABILITY state of the system is rapidly amplified and leads to a complete-

Before we describe some of these algorithms, we wish to exam- ly different future evolution of the system. Such systems are

ine what exactly we mean when we call a system chaotic and thus highly unstable.

what this implies about its stability. At first sight it might seem This phenomenon also places strong limits on the long term
strange that a simple deterministic system, such as that given by predictability of such systems. This is because in practice we

15 -
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Figure 2. Time series derived from Eq. 1 and modified initial conditions (x'o,y'o).
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Figure 3. Behaviour of log xe - x'i where xn and X'n are as in Figures c and 2 respectively.
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velocity or temperature. Mathematically, such observables will
just be given by a function O(u) of the state u. We shall only
treat the case of a single observable, so that p is real valued, but
most of what follows is equally true for vector valued observa-

03 - tions with only minor modifications. The sequence of repeated
0.2 observations q)(un) that we make as the system evolves in time

.2 will then gives us a time series Xn = (p(tz). Thus, in the example
01 "above the time series of Fig. I is obtained from the H6non map

0.1 "using the rather simple observable qi(u1,u2) = ui.

0 o Given that we can neither observe un nor have any direct
/o ,//knowledge of f. it would appear at first sight that the fact that

-0.1 . Xn.) is generated by a deterministic system is of little use to us.
In particular, it would seem that xn, being one dimensional, can-

-0.2 not contain much information about the higher dimensional
variable Un. Remarkably, this intuition turns out to be false due

-03 to a powerful result known as the Takens Embedding Theorem.
S..-- This shows that for most systems f and most measurement

-0.4 functions T, it is possible to reconstruct u and f, up to some nice
-1.5 1 -0.5 0 0.5 1 1.5 co-ordinate change, just from knowledge of the time series

(Xn). More precisely, fix some integer d (called the embedding
dimension) and consider the map 4) from IRm to IRd given by

Figure 4. Plot of Yn against Xn for the H6non map. 4D(u) = ((cp(u), qi(f(u)) ..... q(fd-t(u))) (3)

never know the initial state of the system to infinite precision. Then the Takens theorem [ 1,21 states that generically if d > 2m
Any errors, no matter how small, in the determination of this + 1, then 4) is an embedding. This means that is it is invertible
state will grow as above and rapidly render our long term fore- on its image and both (b and 4-1 are smooth (continuously dif-
casts meaningless. We thus have the dichotomy that chaotic ferentiable). The word "generically" here is a precise math-
systems are highly predictable in the short term (due to their ematical term which means "for all typical systems" somewhat
deterministic time evolution) but completely unpredictable in in the same way that one might say that the roots of a typical
the long term (due to their sensitive dependence on initial polynomial are simple. From now on we shall always assume
conditions). that we are in the typical case.

Finally, we mention that although locally highly unstable, The embedding 4) can be thought of as a smooth change of co-
chaotic systems often posses a large degree of global stability, ordinates between the dynamics given by f and the time evolu-
as for instance illustrated by the overall similarity between tion of the series {xn. To see this, define the map F on IRd by
Fig.1 and Fig. 2. Indeed, any quantity calculated by averaging
over the whole time series will be identical for these two figures F 040ofo)-1 (4)
and for a wide range of other perturbations to (xo,yo). Further-
more the points (xnyn) are severely constrained in where they Thus F is just f under the co-ordinate change given by 4). All of
may lie in the plane. A plot of xn against Yn reveals the peculiar the co-ordinate independent properties of F and f will thus be
object, called a strange attractor, shown in Figure 4. All orbits identical. Then
in its neighbourhood rapidly converge to it, implying a global
stability to the dynamics. A perturbation such as from (xo,yo) to F(xn-d. Xn-d+l .... Xn-1) = F((U,))
(x'oy'o) initially knocks a trajectory off the attractor, but it
rapidly returns to it, albeit at a different point. Within the attrac- = 0+0f-1-.to40(U0)
tor itself orbits diverge as described above, leading to the sepa- =
ration of (xn,yn) and (x'n~y'n). To conclude, we thus see that
chaotic systems exhibit an intriguing mixture of both stable and = - )(Un+0
unstable behaviour.

- (xn-d+t,. d+ ... ,x,) (5)

3. EMBEDDING CHAOTIC TIME SERIES Thus F just advances a block of elements of the time series

For the H1non map of Eq. 1 the time evolution of xn depends Ixn) forward by one time step. The importance of this is that
on both x and y. Thus to generate Fig. 1, we had to compute whilst f, u and even 4b are inaccessible to us, the map F oper-
both x, and yn for n = 1 ... 1000. Similarly, the behaviour of ates purely in terms of the time series I xn) and is thus in prin-
most practical systems will depend on more than one state vari- ciple completely observable. In other words, despite the fact
able. Thus, typically, the state of a dynamical system at time t that x. is one dimensional whilst u% is m-dimensional, all of the
will be described by a vector utE IRm whose time evolution will important information about the behaviour of Un is actually
be given by a law such as ut = it(uo), where uO is the initial state contained in xn. It is this fundamental fact which lies behind all
of the system. Here ft may be the solution of a differential practical schemes for processing chaotic time series.
equation in which case time evolves continuously, or as in the
case of the Htnon map may be obtained by the iteration of The first d-1 co-ordinates of F are trivial, since they just consist
some single map t from 1Rm to Rm. In the latter case, time will of copying the last d-I co-ordinates of its argument. All the
advance in discrete steps n = 0,1,2,... and we have un+I = f(un), work is done by the last coordinate, which we shall denote by
Thus fn is just f composed with itself n times, so that f"t Ufrfn G. Thus
with f = f. For the Hdnon map, f is given by f(ut,u 2 ) ((0-
1.4(ul) 2 +u2), 0.3ui). For simplicity, we shall restrict ourselves F(yt, y2, .... yd) = (Y2, Y3....yd.G(y., y2. .... Yd)) (6)
for the remainder of this paper to discrete time systems. This
will, in fact, be the relevant case in most practical applications, In terms of the time series I xn) we have
since one generally makes observations of the system's be-
haviour at regular time steps. Should one begin with a continu- G(Xn-d. Xn-d+l. Xn-) Xn (7)
ous time system, one can always reduce to the discrete time
case by defining ( to be F for some sampling interval T and re-stricting time to t = O.0-,•,".. G thus ,edicts xn in terms of the previous d values of the time

series. We can think of this equation as a non-linear autore-

In most practical situations we will have no direct knowledge of gressive (AR) model for (xn). It is thus similar to Eq. 2. except
the state Un, or of the map f. Instead, we are confined to making that we have removed the stochastic terms due to the 'En and
measurements of one or more observable-s of the system such as

4
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replaced the linear combination adXn-d + ad-I Xn.d+l + ... + al x-i distance of c of each other. A simple calculation shows that if
by the non-linear function G. all the points v, lie randomly on some curve we have roughly
In general, it is not possible to give an explicit expression for G. C(r) - £ for large N and small e. Similarly if the Vn lie on a sur-
However, due to the particular structure of the HAnon map, we face we get C(E) - E2. This suggests that C(E) behaves exponen-
can in fact write down G for the time series in Fig. 1 in closed iaily for small £ with the exponent giving the dimension of theform. Thus, from Eq. I b, we have that Yn = 0.3xn- and subst set on which the Vn lie. This motivates the definition of the cor-
tuting this into Eq. la we get relation dimension

Dc = lim logC(e) (11)
Xn+l = I - 1.4(xn)

2 
+ 0.3xnq- (8) C-+o loge

In this special case it is thus sufficient to take d = 2, so that we The quantity C(c) is called a correlation integral and several
efficient numerical methods exist for calculating it, even forhave d = in rather than d = 2m + I required in the general case. moderately large data sets (e.g. N = 106) [3A4]. To evaluate Dc

The most serious difficulty in applying Takens's theorem is that we then plot log C(E) against log c and estimate the resulting
although it gives an upper bound on the value of d required, this slope.
bound is in terms of m which will usually be unknown. In prac- So far, we have assumed that we know the size of d required to
tice d therefore has to be determined essentially by trial and er-
ror. One possibility is to compute a trial G for each value of d embed the time series Txh}. When this is not the case, we pro-
and then use the smallest d which gives a good fit to Eq. 7. A ceed by trial and error. Thus, we calculate a correlation dimen-
better method is to look at some simple invariants sion D(d) for each trial choice of d. When d is too small the
cal system which characterize its complexity and also give a set (vn) will completely fill IRd and we will get Dc(d) = d (we
good estimate of the size of d required as a by-product must of course always have 0 < Dc(d) 5 d). Conversely once d

is sufficiently large the computed value Dc(d) should stabilize
4. CHARACTERIZING CHAOS at approximately the correct correlation dimension of f. As an

example, for the H~non map we get Dc(l)_= 1 and Dc(2)
Given an apparently complex time series {xn such as Fig. 1. Dc(3) = Dc(4)-- 1.21.
how do we tell whether it has come from a deterministic chaoic When Dc is not an integer. as in this case, we say that the sys-
system or from some kind of stochastic process such as the
ARMA model of Eq. 2? A variety of techniques for answering tem contains a strange attractor. This is usually a sign of chaos
this question exist, all based upon the Takens embedding de- (as indicated by a positive Liapunov exponent), althoughscribed above. Thus, from the scalar series {x,,) we form the d- strange non-chaotic systems do exist (but are currently believed

dimensional orbit [Vn) of F, where Vn = (Xn-d, Xn-d+t....Xn-), to be pathological).
so that F(vn) = vn+t. This process is called embedding Ix,,) and It may of course happen that Dc(d) continues to grow with d.
is similar to the classical time series method of delays. As men- This usually suggests that the time series Ixn) was generated by
tioned above, the co-ordinate independent properties of {vn) a stochastic process rather than by a chaotic dynamical system.
are the same as those of the original (unknown) state space orbit Thus, for exa-nple. a random process such as white noise will
u.. As described in §2, the chaotic behaviour of such an orbit have Dc = -. Of course, we would also get this result if the
can be characterized by the exponential divergence of nearby original dynamical system f was genuinely infinite dimensional,
trajectories. Thus if u'n is a small perturbation of un we expect but from many points of view such a system is indistinguish-
to see that able from a random one.

In the above procedure, the smallest value of d at which Dc(d)
Iu, - uJ - en (9) begins to stabilize yields the minimal embedding dimension re-

quired to adequately represent the dynamics of the system.
for some constant X. In fact, there will be m different values of Computing the correlation dimension in this way thus yields
X. depending on the direction of the initial perturbation. These both a measure of a time series's complexity, and an estimate of
m values are known as the Liapunov exponents off [3.41 and it the embedding dimension required for any further processing. It
is usual to describe f as chaotic if at least one is positive. It can is thus usually the first step in analysing time series which we
be shown that the Liapunov exponents of F are the same as suspect might have been generated by a chaotic system. In
those of f and at least in principle an estimate of the exponents practice, lack of data and numerical precision limit calculations
of F can be made from a sufficiently large sample of (vn} . to about d < 10 (and hence Dc < 10). From the point of view of
In practice, however, the Liapunov exponents are rather diffi- this paper, therefore, any time series with Dc appreciably larger
cult to compute and cannot always distinguish between a de- than 10 can be treated more or less as a truly random one.
terministic time series and a stochastic one. It is thus preferable .PREDICTION OF CHAOTIC TIME SERIES
to measure a quantity called the correlation dimension Dc 13.
4]. This attempts to measure the dimension of the set in IRm on Having identified a particular time series {I x,) as possibly aris-
which the points (unI lie. In some sense it is thus a measure of ing from a deterministic system and obtained an estimate of d,
the complexity or number of variables required to describe this the next step will usually be to construct an approximation of
set. If all the u, are identical (so that all the xn are constant) the function G. This in turn will enable us to predict the future
then DC will be zero. If they lie on some curve then Dc will behaviour of (xn), or perform more complex processing such as
equal I and if they fill a plane it will equal 2. At the other ex- noise reduction. This is essentially a problem in multi-dimen-
treme, if the un completely fill IRm then we will have Dc = m. sional non-linear function fitting and any number of different
Intriguingly, Dc need not be an integer (it is about 1.21... for techniques can be used, ranging from piecewise linear interpo-
the HLnon map) and is thus an example of afractal dimension lation to neural networks (e.g. [5-9]). We shall describe one
[3,41. As with the Liapunov exponents, the correlation dimen- particular method, based upon radial basirfsnction interpola-
sion is co-ordinate independent and hence is the same for f and tion (e.g. [ 10]) which seems to work particularly well [8].
F. It can be estimated from a finite sample (vi ... VNI as fol-
lows. First form all the N2 possible pairs (vi,vj) of such points. We are thus seeking to calculate an estimate 6 of G. based
Calculate the Euclidean distance rij = I vi - vjI between each upon a finite sample (x1 . .. xN) of the time series. The basic
pair. Note that this can be defined in terms of the original time idea behind the radial basis function approach is to choose a
series {xn} by finite number of points y(l) .... y(M)e IRd called radial basis

centres and look for an approximation (6 of the form of

where p is the so called basis function, H is some norm on DId
Now, for a given t, let N(c) be number of pairs such that ri• !. (typicaily the Euclidean norm) and the , are parameters which
Then C(c) = N()/N2 is the proportion of pairs of points within a determine the function •.

a
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In Powell's original approach the y(i) are chosen from amongst first 70points. These are due to the fact that the •i are chosen to
the data points Vn, so that y(i) Vn(j) (where Vn = (xn- xn-+l, make G agree with G exactly for these points. The observed

Xn-. ) as before). Then the value G takes at the points y(i) is error is thus simply due to the numerical errors arising from the
known, and it is reasonable to require that ((y(i)) = G(y(i)). numerical inversion of TP. The average of the prediction error
Substituting this into Eq. 12 we get the matrix equation = I xn - (xn2,Xn-l) (ignoring these initial points) is about

1.2x10-5. This appears to be largely due to a small number of
g . p. (13) very poor predictions so that the average of log An is in fact

where g = (g . .. gm) with gi = G(y(i)) = G(vn(i)) = Xn(). = -7.1.
(X•1.  XM) and 'P is the MxM matrix with entries Of course, the prediction error shown in Fig. 5 is the result of

only predicting forward one time step. Thus for each n, we try
(iji)-(i)l) (14) to predict xn from xn-2 and Xn.-. As we shall below, this is pre-
Iy y (14) cisely what we need as the basis for noise reduction and signal

extraction schemes. In other cases, however, we might wish to
Note that, using Eq. 10, this is just p(rn(i),n(j)). Thus both g and forecast (Xn) further forward in time. As we have already re-
IP can be readily computed in terms of I xn. Remarkably, for a marked in §2, there are fundamental limits on how far forward
wide choice of basis functions p, the matrix IV is invertible if one can do this, due to the exponential separation of trajectories
the y(i) are disjoint. This immediately leads to the solution X in a chaotic system. This is illustrated in Figure 6, where we
tP-1g. plot the prediction error Un = I Xn - in I for multi-step predic-

Figure 5 gives an example of the application of this algorithm tions, always predicting from the same point (x7 0 ,x7 1 ). Here in
to the Hdnon time series from Fig. 1. The basis function used is defined by iterating G forward from this point. Thus in =
here was p(r) = (r2 + 10), but similar results are obtained with G(1n.2 ,Rntl) with initial conditions (iM7 0 , 71 ) = (x7O,x7 0). Other
a wide choice of other functions. We took M = 70, with n(i) = i details are as for Fig. 5. We see that the error rapidly rises so
for i = 1. M. Note the artificially good predictions for the that it is impossible to make any kind of prediction beyond

-2
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0 200 400 n 600 8oo 1000

Figure 5. Logarithmic prediction error log An for Henon time series using simple radial basis function scheme.
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Figure 6. Multi-step logarithmic prediction error log On for H6non time series.
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about 30 time steps ahead. Notice the obvious similarity to Fig. first 500 points (which were used in the fitting procedure) is not
3. markedly different from that for the second half of the time se-
The disadvantage of the above approach is that the number of ries. This suggests that a good overall fit to G has been obtained
centres M is always equal to the number of data points and the The above approach works extremely well in many situations.
computation of G requires the inversion of an MxM matrix. Its one disadvantage is that it is very much a "batch" algorithm.
This severely limits the number of data points that we can use It thus calculates an estimate G of G once and for all using a
in the estimation of G. Although in the case of the H-l6non time predetermined block of observations, say x1 .... xN. There is
series it was sufficient to use M = 70, for which the inversion then no way of updating G from further observations XN.1,
can be done reasonably rapidly, for more complex systems XN+2 ...- as they are made. Should one decide to use a larger
(particularly with larger embedding dimensions d) it is neces- data sample to estimate G one has to discard the previous esti-
sary to use much larger samples of data to obtain a sufficiently mate and recalculate a new estimate from the beginning. This
accurate estimate of G. Larger data sets are also required when leads to several disadvantages
(x,) is contaminated by noise or other error and we wish to av- a) it limits the number of data points x . . XN that can be
erage this out. used in the estimation process. This is because for a given
This can be achieved through a generalization due to value of N, we have to form and manipulate the NxM ma-
Broomhead and Lowe [ll]. Although they formulated it in trix IF and hence the above algorithm has a memory re-
terms of a particular neural network architecture, it is equally quirement of at least MN. When M is of the order of 102 as
applicable to our case. Their idea is to take the sample of data above, or even larger, this rapidly becomes a serious re-
points vj for j = 1, ... , N, with N ! M and seek to minimize the striction on the size of N.
difference between G and G over these points. A natural choice b) no useful predictions can be made until all the observations
is to minimize the least squares error x1 .. XN have been made and processed. In many applica-

N tions it would be preferable to start making predictions (al-
E = '[(vj)-G(vj ) 2  (15) beit rather bad ones) right from the start and have their qual-

= )(ity improve as more and more data is assimilated.

This is equivalent to finding a X. such that the vector g - '. has c) in many situations the function G maynot be stationary butminimu equcalieant norm wherg a isuch nt gvenr by -will vary slowly with time, or occasionally change sudden-minimum Euclidean norm, where IF' is now given by ly. In such an environment a batch estimation scheme will
be very unsatisfactory since it will repeatedly have to dis-

= p(Ivj -y(i) ) (16) card its previous estimate of G and compute a new one
starting from scratch. Furthermore, as mentioned in b) dur-

and gj = G(vj). This is a standard linear least squares problem ing each such recalculation there will be a delay before the
1 121 and a variety of practical algorithms exist for computing X. estimate based on new data becomes available.
Broomhead and Lowe [11] chose to use the singular value de- It would thus be useful, particularly for real time signal process-
composition (SVD) of T (e.g. see [131) to obtain X. Recall that
the SVD of a matrix is a decomposition of the form TI = UI'P ing applications to develop prediction algorithms which contin-
where U is an N×M matrix whose columns are orthonormal, V uously update the estimate G using new observations XN+l,
is an MxM orthogonal matrix and Z is an MxM diagonal XN+2, ... as they are made. It turns out that this can be done us-
matrix. Then the required X is given by X = VE"UTg where r = ing the framework of recursive least squares estimation 115].
diag(l, .. aM*), with oyi = oi if oi * 0 and ri* = 0 if oi = 0 Recursive least squares techniques are of course well known in
where . M are the diagonal elements of . The matrix linear signal processing and form the basis of most adaptivewhere UT .... the socalle d iagore-Penrose peements of Tematrix filter architectures 1161. Unfortunately the standard least
see [ 14t ). squares algorithms used in such linear schemes are not suffi-
Figere 71) sciently stable or accurate for application to chaotic time series

Figure 7 shows the results of this approach, using the same data and in proves necessary to use more sophisticated recursive ap-
as for Fig. 5. We again have M = 70 with N = 500 (so that the proaches such as the Recursive Modified Gram-Schmidt
data points vi were the first 500 pairs of the time series). As one (RMGS) algorithm of Ling et. al. 1171. This yields results
might expect we get much more uniform errors than in Figure comparable to those obtained from the SVD approach outlined
4. Thus the mean error has dropped to 3.Ox10-7 whilst the mean above [181.
log error has slightly risen to -6.7. Note that the error for the

.2

-4

• = -6

.8

-10

.12
a 200 400 n 600 800 1000

Figure 7. Logarithmic prediction error log An using SVD solution to least squares problem.
I
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6. SIGNAL SEPARATION x'n,) and obtain the trivial decomposition Zn = X'n + (zn - X'n).
It is thus necessary to impose some additional constraints on

So far we have considered the time series (xn) in isolation. In (sn]. The most common is to minimize the size of (sn] with re-
many applications, however, we are unlikely to be given such a spect to some appropriate norm 1201. In many cases, just requir-
pure chaotic signal. Instead, we will be asked to manipulate a ing (sn) to be "small" for all n is sufficient to establish unique-
mixture zn = Xn + sn of a chaotic time series Ix.) and some ness. To see this, note that if (xn is chaotic, then for most t
other signal ({n). The latter may represent noise, in which case choices of x'1. x'd, the distancei xn - X'n I will'grow rapidly
we want to remove it from (Zn I, or it may be a signal that we (if it is not large already). Hence if (Sn) is small. sn , = - X'n
wish to detect, in which case we want to extract it from w z.) x n -x'n + sn will be large for at least some values of n.
and discard (x.). An example of the latter might be a faint From now on we shall therefore restrict ourselves to the situa-
speech signal Isn) masked by deterministic "noise" (xe) comn- iomnowh n) i small in comprison to the prbemo
ing from some kind of vibrating machinery, such as an air tion where (s.) is small in comparison to Ixn}. The problem of
conditioner [19]. In both cases, the mathematical problem that separating [Zn) into its components then naturally falls into two
we face amounts to separating (zn] into its two components parts:
(Xn} and (Sn]. Several schemes have been developed in the last a) Performing the decomposition when the function G is
few years for performing this task [19-22]. Here, we shall out- known.
line the overall framework behind all these approaches and de-
scribe a simple method recently developed in the Long Range b) Estimating the function G from the combined time series
Research Laboratory which is particularly appropriate when [zn] (rather than from {xnI).
(Sn] is a relatively slowly varying signal [221. We already have all the tools required to solve the second
First observe that the decomposition of (zn} into {Xn} and (sn] problem. The basic idea is to apply the techniques of the lastis not unique. In fact we can choose x'i . xf I 'd arbitrarily, de- section to a large sample of [zn,} in which case, with somefineothe unque.Infacwe can rcur osivel x'i .Gx'nd a nrbitrar, de- luck, most of the effects of (Sn) will average out and a reason-fine the sequence {X'nI recursively by X'n =G(x'n-d. x',-d ..... able estimate of G can be made. We can then proceed itera-

1.5

"- 0.5

0 200 400 n 600 800 1000

Figure 8. Sample signal sn used for signal separation experiments.

4

3

2

2, 1
-0

-1

-2

0 200 400 n 600 8oo 1000

Figure g, Prediction discrepancy ýn for signal from Fig. 8.nh,



tively, using this estimate of G to obtain an estimate I gn) of d
I snO. Then R n = z - §n should be much more deterministic than Sn _... (18)
(zn) and hence we should be able to obtain a better estimate of sn - s-i (zn1i
G from it. This procedure can then be repeated as often as nec- i=I
essary.Letssa. tAllowing n to vary, Eq. 18 gives a set of simultaneous linearLet us thus turn our attention to the first problem, namely that equations for Isn}. These lie at the heart of most approaches to

of performing the decomposition when G is known. The basic signal separation. Although several different techniques can be
approach is to look for discrepancies between the observed sinleprto.Ahugseradfeettcnqesanbused to solve these equations, great care has to be taken whenvalue of Zn and that which is predicted by the deterministic dy- the dynamics of Ixn) is chaotic, since in that case this set of

namics G(zn-d, Zn-d+ll ... b. Z-ro. If snn-dzer = ...v o s = 0 equations becomes very badly conditioned. One possibility is to
then this discrepancy will be zero. A non-zero value of l = z. - use the Singular Value Decomposition (see above), which is
G(zn-d, znd ..... zn-) will therefore indicate the presence of able to cope with very badly conditioned linear problems. This
some non-trivial signal. This is illustrated by Figures 8 and 9. is essentially the technique used by Farmer and Sidorowich
The signal from Fig. 8 was added to the Hlnon time series from [201. They, in fact, solve Eq. 18 repeatedly, regarding it as a
Fig. 1 and the resulting (,I is shown in Fig. 9. It is clear that Newton step in solving the full non-linear problem given by Eq.
the discrepancy I }) is able to detect the presence of the pulse 17. They also impose additional equations designed to ensure
(sn) and even to some extent extract its qualitative features, but that the final [sd has minimal norm. A simpler alternative,
does not yield much in the way of quantitative information. which works well in practice [231 is to simply solve Eq. 18 us-
To proceed further we expand C. assuming that (sn) is small: ing SVD.

Here we describe an alternative approach aimed at the situation
n = z - G(Zn-., Zn-d+l,. Zn-) where (sn) is slowly varying. This for instance is the case for

= Xn + Sn - G(Xn-d + Sn-d. Xn-1 + Sn-I) (17) the signal in Fig. 8. except in a small neighbourhood of the

1ý5

1-5

S0.5

20

-0.5

0 200 400 n 600 800 1000

Figure 10. Extracted signal mn using Eq. 21, with same data as Fig. 9.

1.5

S0.5

20

-0.5
0 200 400 n 600 00 1000

Figure 11. Effect of improved estimate using ir~n instead of 9n.
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transient (and as we shall see our scheme works reasonably close to 1, indeed the error in Eq. 21 is inversely proportional to
well even there). We thus assume that I sn - Sn-1I is small in I I - Jn 1. This can be overcome to a large extent by making the
comparison to I sn I. It is then reasonable to set Sn-d Sn-d+I a ... observation that under the assumption that Sn.d -= Sn-d+t = ... a

s Sn in Eq. 18, which gives Sn, Eq. 21 is an equally valid estimate for any of Sn-d, Sn-d...
Sn. Thus, it is reasonable to use any of in, 9n+1 ..... Sn+d as an

Sn (1 - Jn) (19) estimate for sn. The best estimate will be given by that in for
which the corresponding I I - Jm I is ipaximized. Let m(n) be

where this value. so that n - rm(n) < n+d and I - Jm(n) I _> I I - Jk Ifor
all n !5 k<_ n+d. Figure 11 plots grm(n) for the same data as Fig.

d 10, and we see that the occasional spurious values in Fig. 10 are
"aG(Zn..d ,.,, n1 removed without any adverse effects on the remainder of the

Jn =Zn- i (20) signal.

This example shows that, at least in certain cases, it is possible

This gives to recover (sn} extremely accurately when G is known exactly.
To demonstrate that this scheme is still useful when G has to be

in S (2 approximated from the combined signal (z.). we present the
= n (21) results of one last experiment. This time we take the random
1 - in two-level signal of Figure 12 as [sn}. This is added to Fig. 1 to

gve {Zn) which is used to estimate G using the SVD as above.
as an estimate for sn. Figure 10 showrs the results of using Eq. The same parameters were used as for Fig. 7, except that N was
21 with the same data as Fig. 9. We get extremely good recov- increased to 1000, so that the whole data sample was used in
ery of (sn) for almost all n. except for occasional values which the computation of G. The above extraction algorithm was then
can be quite wildly wrong. These are largely due to Jn coming applied using this G. The results are shown in Figure 13. We

2

1.5

0.5

C'

-0.5 1

-1f.5

-2
0 200 400 n 600 800 1000

Figure 12. Sample signal Sn used for signal separation with unknown G.
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1.5

0.5

0
0 0

Y

-0.5

-1.5

0 20 400 n 80 Soo 1000

Figure 13. Extracted estimate of signal in Fig. 12.
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can see that using an estimate of G, rather than G itself, leads to target state in as short a time as possible using only small per-
some loss of accuracy in recovering {sn), but nevertheless a turbations of the control parameter. It turns out that essentially
useful signal can still be extracted, the same framework as above can be used to achieve this, and

Observe that in traditional signal processing terms, if we iden- once again a chaotic system's extreme sensitivity to small per

tify {x,, as the "noise" contaminating the signal Is.), we are turbations can be used to our advantage.
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Exploring chaos:
A toolkit and some ways to

exploit it.

Manuel SAMUELIDES***
* Ecole Nationale de I'Aronautique et de F'Espace, BP 4032, 31055
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** Groupement d'Intelligence Artificielle, Office National d'Etudes et de
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1. First characteristics of Chaos

2. Attractors (Delay reconstruction, Poincare map)

3. Weak chaos and Smale's horsehoe

4. Strong chaos and Liapounov exponents

5. Controlling chaos
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Turbulent flows (Experimental datas)
(From Brown &Roshko Cal Tech)
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Unpredictibility:

1/

Sensitivity to Initial Conditions

Vanishing of correlation function with time

1 T
C(u) -T fx(t) x(t+u) dt

0

Lim
U -- C(u) 0

Continuity of Power Fourier Spectrum

How is it possible for deterministic PDE to
produce stationary solutions that
behave like stochastic processes ?
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The concept of ATTRACTOR

Attracting set: A closed invariant set which
attracts any point in an open neighbourhhod

Examples:

* Asymptotically stable equilibrium

" Stable limit cycle: Van Der Pole Equation

-3 -2 -1 1 2 3

-1

-2

"* Strange attractor: (Lorenz Equation)

30
30.

10

20
Gt°

10I
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Periodic orbit: te[o, 15] x(t) Exp[Cos(27t)]

t--) e2int (0---) e CosWo

2.5

2

05

2 4 6 9 10 12 14

0.5

0/

-0

Periodic correlation function

Discrete spectrum: Dirac comb

(Multiple of the fundamental frequency)
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Almost-periodic orbit:
ergodic orbit on a n-dimensional torus

te[O, 151 ; x(t) = Exp[Cos(2nt)+Cos(\12nt)]

t-->- (e2irctt,e-\/2int ) (7,0)• eC so + o(2

7

6

5

-1 24

2

44
2 4 6 8 1o 12 14

4 -

.0

Almost-periodic correlation function

Point dense spectrum:

(Multiple of n fundamental frequencies:

High multiple are generally weak)

4
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Landau interpretation of turbulence:

Attractor in the infinite dimensional phase space of
fluid mechanics is a n-d torus with n big

(A likely explanation for continuous spectrum)

Lorenz discovery (1963)

Chaotic dynamics may occur in

low dimensional manifolds

0 10 2•• Lorenz system:

40 x z-3(x-y)
30 y'=26,5 x-y-xz

o0 Z' xy-z

Rossler Band:

X =-y-z

y'-x+ay

z'-2+z(x-4)

Figure 12.1 A post-transicut trajectory of Rossler's equations (12.0 for

the simply folded band attractor. Paramcters arc a = 0.398, b = 2, c = 4
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Reconstruction of the attractor

When an experimental signal is studied,

identify a low-dimensional attractor

into a high-dimensional phase space

The Delay method:

Take an observable y(t)=f[x(t)]

Study trajectory of delay-coordinate map

{y(t),y(t-A t),...,y(t-nAt) }

d dimension of the attractor & n>2d

Embedding of the attractor into Rn
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Poincare section and strange attractors

1

T (M)

Continuous Flow • Transformation of the
section

Limit-cycle = Fixed point

Doubling of period = Periodic point

ergodic orbit • Irrational translation

on 2d torus on the circle
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Weak chaos; Spreading and folding

(fractal dimension)

Smale's horsehoe

d C

D C D

Figure 12.6 The horseshoe mapping of Smale, taking points in a square
onto a U-shaped region overlapping the square

(Column ..010

Row 10--- : t~E3 LD 0EJE LID

9EED OEI El E DIJ
ElI0D l LI D LI] "III]

L i14 ELI LID ELM ID

LID LID ELI El E

Figure 12.8 An appro.-imatc picture of the invariant set
of the horseshoc mapping
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Symbolic modelization of the Horsehoe:

Chaotic dynamics of the shift

Q2 = 0,1} 1 ; d(x,y)= 12-1ii (xi-yi)

ieZ

Topological structure of Cantor set
T( ... 0o, 1,0,0, 1,1,0...)=... 1,0, 1,0,0,1,11...)

2 fixed points: (...0,0,0...) &(...1,1,1...)

Hyperbolic fixed point: a=(...0,0,0...)

Stable manifold: {x /Tn(x)-->a} ...00...,0§§§...

Unstable manifold: {x /T-n(x)---> a} = ...,§§§0,...,0,0...

The stable and the unstable manifolds are intersecting
transversally in an infinite number of points

a Ws

Infinite number of unstable periodic orbits

A weak chaotic dynamical system

contains a Smale's horseoe

2.V
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Strong chaos:

Exponential divergence of trajectories

Liapounov exponents

'.z ..•o..'. oo.:.o... '-'z:zz

.....-.....".- : . ..-]:.:- : - :'-: :

Ergodic theorem of Ossedelets

Let Fx-Dx
F(n)= D .(Tn)

Then limn•[4Fx(nl)*Fx(ni)]1/2n -A

exists, and doesn't depend on x (a.e.)

Liapounov exponents are Log of the eigenvalues

Strong chaos: positive Liapounov exponent

..
-~t!

..,.. .. ..
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Computation of Liapounov exponents is based
on triangularization of Fx for each step:

* Fx is known then do Fx = Qx Rx

Let .x(i) be the i-th eigenvalue of Rx

11

Xi~ ~ li iýQ- Log ýtTk(x)(i)
Li lia n,,,n k==O

* Fx is not known

(experimental signal and/or reconstruction using delays)

Find other points y in the vicinity of x

such that the orbit of y stays in the

vicinity of the orbit of x for some iterations

Liapounov exponents are not smooth functions
log 2

i i

0 -
•m 4.0

FIG. 12. (a) Topological entrop% "'t,,vr cur'e and cilaracterts-

tic exponent (lower curvci as a funciuon of u for the familh
x -.- f ix(I -x). (Graph by ). Cr_:tu h,Tficldd Note the discon.

-Iifl ty of thc lower curve
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Controlling chaos

(from Ott,Grebogi,Yorke , Phys.Rev.Letters [1990]

Principle:

Stabilize an unstable periodic orbit by slight
perturbation of the parameter.

Close from linearization of controlled
dynamical systems

unstable
manifold

nominal

stable
manifold

spot of fixed points
with varying p

Hyvpothesis:

Predetermination of the nominal orbit
Knolwedge of the characteristic exponents

Structural stability of the nominal orbit



3-15

Iterative adaptation of the parameter

new fixed point
for adapted parameter

nominalb-b-A
PP_ 

•n+1

Beware the effects of non-linearity and noise

Trajectory may escape out of controlled zone

Experimental realization
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Cancellation of chaos with weak periodic
perturbations

(from Braiman,Goldhirsch , Phys.Rev.Letters [1991] )

Model: The parametric oscillator

10"+GO'+sin 0 - I+A sin wot + a sin ot

2-periodic perturbation

widely studied for P-0

Model of shunted Josephson junction

004-

0O0

000 000 0

FIG. I Leading Liapunov exponent X as a function of the
paramctc: p, (sec text) with G-0.7, A-0-.4, I-0.905.
-- 21r/25.12. and a-0.0125. The points rcprescnI actual rc-
suhts and they are connected by lines to guide the cyc.

v
040

060 070 080 090

FIG 3. I-V charactcristics corresponding to the paramesers
G -0.7. A -0.4, w -2n125.12, a -0.0125, and 0'- 1.11803.

The smooth curve corresponds to a -0. i.e., no cxternal ocrtur-
bation. The dotted curve corresponds to a-00125 and
. .- 1 .1 it.
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Conclusions:

Chaotic dynamics is encountered in various
situations (physics, biology, ... )

To controll it one can use some good properties:

Structural stability -> Robustness

Exploration of a large zone of the state space

An important drawback

Unstability -> difficult computation of
characteristics

A research track:

Adaptive control and learning:

Let the system find its representation of the
target by an unstable orbit

Favour this learning process
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Stability Analysis and Aerospace Vehicle Dynamics

Pierre Y. Willems*

Universit6 Catholique de Louvain
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Place du Levant,2
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Belgium

1. SUMMARY We will not provide a complete discussion of the sta-

This paper presents, stability analysis results which bility problem but concentrate on the results which

can be useful to analyse the behaviour of aerospace directly apply the aerospace vehicle dynamics.

vehicles. The stability method considered here have also di-

A certain number of definitions 1re recalled. Liapunov rect applications in other problemris such in robotics

stability criteria are given for autonomous systems de- or ground vehicle dynamics.

scribed by ordinary differential equations and discrete-
time equations. 3. CONCEPT OF STABILITY

A particular attention is paid to the stability of me- 3.1 Continuous systems
chanical systems around equilibrium configurations. These systems can be described by a set of n first-
It is shown that the hamitonian function is a good Li- order differential equations written in vector form as
apunov function for a rather large class of mechanical
syste•is. When constraints are present and for partic- i = f(x, t), (1)
ular dissipation interactions depending linearly on the
variables, modified Liapunov functions are presented. where x is the n state-vector and the components of

the function-vector f are such that the solution of the
For general linear systems, stability criteria based on differential equations exist and is unique - i.e. f is as-
the characteristic polynomial are recalled. Extension surned to be Lipschitz or of class C' which is (almost)
permits to consider stability robustness and the intro- always the case in mechanical applications. The solu-
duction of isolated nonlinearities. Finally, some re- tion of these equations then only depends on the ini-
suits on exact feedback linearization are presented. tial condition x0 and the initial time to and is written

Attitude stability analysis of orbiting satellites (and x (t;xo,to) or more simply x(t).
gyrostats) are presented as particular applications. Various stability considerations are given by the fol-

2. INTRODUCTION 
lowing definitions [11.
Definition 3.1 - Without lost of generality, the point

"rli investigation of the stability is an important prob- x = 0 is said to be an equilibrium point of (1) if
lent in dynarnics and in particular for aerospace vehi-
cle. When, the stability cannot be obtained passively, f(0, t) = 0 Vt.
the possibility of all active stabilization by feedback
can be considered. In both cases, the robustness of the
stability (with respect to parameter changes and/or Definition 3.2 - The equilibrium point x 0 of (1)

perturbations) should be guaranteed. The above de- is said to be Lagrange stable or bounded if for all t o

fined problem-is have satisfactory solution for linear and some 6 > 0, the condition

systems and some progresses have been made for non- Ix0o <
linear systems. Nonlinear considerations are clearly
necessary when large motions or perturbations are in- implies the existence a finite scalar M such that
volved, for instance (luring large manoeuvres or orien- I < M.
tations changes in particular for helicopters or orbiting
systems.

Definition 3.3 - The equilibrium point x = 0 is

*The research reported in this paper was partially supported said to be Ltapunov stable if for all initial time and all
by the Belgian Programme on Interuniversity Attraction Poles positive parameter 4 there exist a positive parameter
initiated by the Belgian State Science Policy Programming Of- 6 ((, to) such that
fic'e (Prime Minister's Office). The scientific responsibility is
a.... njed by the author. IX01 < 6 Ix(t)l < ( for I > to;
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this point is said to uniformnly stable if 6 does not Liapunov stability theorem - The equilibrium
depend on the initial time. state x = 0 of the equation (1) is stable if - in sortie

Definition 3.4 - The equilibrium point x = 0 is neighbourhood fQ of the origin - there exists a Lia-

said to be attractive if for all initial time there exist a punov function, V(x), whose Lie derivative, V"(x) is

positive parameter 6 (to) such that a negative semi-define function (in Q) - or identically
equal to zero.

Ix01 < 6 = limr Ix (t) = 0; Liapunov asymptotic stability theorem - The
t inf equilibrium state considered in the previous theorem

this point is said to uniformly convergent if 6 does is asymptotically stable if V(x) is a negative definite
not depend on the initial time. function in Q.
Definition 3.5 - The equilibrium point x = 0 is said Lasalle asymptotic stability theorem - The equi-
to be (uniformly) asymptotically stable if it is (uni- librium state considered in the Liapunov stability
fornily) stable and convergent, theorem is asymptotically stable if V(x) is a semi-

Remark - These notion of stability can be extended negative definite function which does not vanish iden-

to glohelstability considerations which are valid for all tically along any solution different from x =_ 0.

initial conditions (see [I]); further, for linear systems, Remark These theorems can be extended in order to
these notions are equivalent, investigate the stability of non autonomous systems -

In mechanical probl, ms, there are generally various and in particular of time periodic systems.

possible equilibrium states. Further one can be more 4.2 Instability theorepr 'or autonomous sys-
interested in evaluating of the domain of attraction of tems
the,,(' e(luilibria than in global stability considerations. Chetayev theorem - If there exist a function V(x)
3.2 Discrete systems defined in some neighbourhood Q? of the origin and a
These ! tenis can be described by a set, of n first- sub-domain Q2 , such that
order d,.,erence equations written in vector form as •V is differentiable in12

Xk+i = f(xk,k) • V and " are positive in Q1 ,

wher, Xk is the n state-vector at instant t k. V = C' for x E 0I •

'lite point x = 0 is said to be an equilibrium point if *0 Q 1,

f(O, k) = 0 Vk then the origin is unstable.

Mid all th, hstability definitions for continuous systems 4.3 Liapumov linearization principle

cal be adaptel, to) these discrete systems by substitut- Asymptotic stability theorem If the solution
ini the, index sequenrce for the time variable. x = 0 of the linear systemi

4.LIAPUNOV METHOD X = Ax (2)

4.1 Stability thieorenis for aitonoinoous systems is asymptotically stable and if x - 0 is also a solution

Definitions 4.1 A scalar function V(x) is said to be of the system|
;i I,,sitttr, definite fuinction or a Liapunov function

in solli neighbourhood 11 of an ',tuilibrium point x = Ax + N (x) (3)
x = 0, if

with
it is defined and ditferentiable on 11: li NI =.

v ,(0 ) 0: ii 1x

then the zero solution of (3) is asymptotically stable.
1 '(x > 0 V x) E (U\0). Instability theorem - If the solution x = 0 of (2)

is unstable and the other conditions of the previous
Thjis fun,'tin is said to) Ie a neqaltare definite fune- theorem are holding, the corresponding solution of (3)
tion when < is substitute for > in the last item; this is also unstable.
funct ion is said to be positive frespeclively negative)
( mru -dfifindf whevn > (respectively <_) is substitute for 4.4 Non atitonomous systems

>. The theorems presented here for auotnolnouls systems

Definition 4.2 The Itme tIerruvathve the function can be extended to non autonlor" us syste'm".

t'(x) along a solution .. tLue equations * = f(x) (or
Lie. d,,rival ive) is d-fined as 5 LINEAR. TIME INVARIANT SYSTEMS

Le.t ius consider linear systerr( of the form (2) where
V(x) =- Cft' = [grad t]rf(lx), the miatrix A ;s ,onstani.
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This system is asymptotically stable if all the eigen-
values of the ma~rix A - the roots of the characteristic or f(jw) = h(-w 2 ) + jwg(-_ 2 ) for s = jW.
polynomial: This implies the so called Hermate-Biehler result

JA - sEl = f(s) = 0 which states that the system is as,,mptotically stable
if (and only if) the roots of h(-A) and g(-A) - where

have negative real part. A = w are distinct negative real and alternate, i.e.

The system is unstable if some eigenvalues have posi-
tivtu real parts. Ah < Ag < A" < Ag <

When there are purely imaginary eigenvalues, the sys- and if and only if a, > 0 - has the sign of a0.
tem is stable or unstable according to the form of the
corresponding Jordan blocks. This case will not be 5.1.2 Sturin's criterion
considered here and we will only present some criteria If the characteristic polynomial (4) has real coeffi-
which permit to guarantee asymptotic stability. Fur- cients, the relation (6) can be estimated from these
ther reference for these problems can be found in [21,[3] coefficients of by
and [4].

1 -- oalwn- - a3tWn-3 +...-5.1 Real coefficient systems A+argf(J} - . .. .+
-7ta" --w ' a0w'n -- a2 wJn- 2 

-+..

First, let us note that if the order of the system is n,

the characteristic polynomial is of degree n with real or

coefficients written :A argff(J = _I - - w

f(s) = aos + als'-l + a 2s"-2 + ... + a,. (4) where Ib'f(w) is called the Cauchy indez of the real
rational function f(w) between a and b and is equal

If all the roots have negative real parts, f(s) is clearly to the number of jumps of f(w) from -o to +oo as
a product of term of the form : w increases from a to b.
s +a or (s + a+jb)(s +a -6) =(s+a)2 +b 2 (5) This Cauchy index can be evaluated by constructing a

Sturm sequence, i.e. defining a sequence of polynomi-
and consequently all the coefficients, ai, have the sign als f, (w),f 2 ((w),f3 (w), -.. ., f,(w), with decreasing or-
of ao. Without lost of generality, ao will be assumed der and here m = n + 1 (as the roots of the numerator
to he positive and a necessary condition for stability and the denominator are distinct), by the relations

is then : fi(w) = q1(w)f 2 (w) - f3(w)

ai > 0 for i = 0,1. n.
f:-..i(w) = q,.-.(w)fi~w) -- f:il(wa)

5.1.1 Argument criterion

Writing f,(w) = qm(.)f 2(w)

f (s) -- ao r1(s - si)is)I it can be checked (Sturvn's theorem) that

where from (5) l+., f2(&) = V(-00)- V(+00) (7)

si =-a or si =-a ± jb -6 f7(wJ

where V(a) is the number of sign variations in the
it is easily seen that the argument of f(s) for s jw Sturm sequence (when the polynomials are evaluated
increases monotically from 0 to nr when w increases for the fixed value a).
from 0 to 00, i.e. Consequently the Hurwitz (asymptotic) stability is

A~argif(iw} = nr guaranteed if:

this condition is also sufficient and is sometimes re- V(-oo) - V(+oo) = n
ferred to as the Mikhaiiov or the Leonhard criterion.

Considering the symmetry of f(s)with respect to the 5.1.3 Routh' criterion
real axis, this last relation can also be written : Further V(-oo) is evaluated from the coefficient of

the higher order terms of the various polynomials of
A+'arg{f(jw) = 2A+°arg{f(jw}nir (6) the sequence and it can be concluded that the Cauchy

index is equal to n and consequently the system is
Further f(s) and can be written as : (asymptotically) stable when all these coefficients, say

c, with i = 1 .... , m, have the same sign (i.e. the sign
f(s) =h(s2 ) + sg(s2 ) of ao), i.e. are positive.

A_
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5.1.4 Hurwitz's criterion and its characteristic polynomial is given by

The computation of the Routhian coefficients, ci, is f (=-
rather cumbersome, but it can be checked - by rather f(z) = 1A - zE - aoz + a + ... + a
simple algebraic manipulations - that they are ob- In order to have stability, all the roots should have a
tamned from the principal minors, Ai of the it x n

urwitd fomatrix, norm smaller than one - should be located in the unit
circle centered at the origin of the complex plane. A

aL a3 a5 necessary condition is then that the product of all the

ao a 2 a 4  ...... roots has a norm smaller than one; this implies that

0 a, a3 .. . I <I0 ao a 2  ao
0 0 a, ... ...
0 0 ao ...... The principle of the argument is also valid here and it

is seen that for stable systems f(ej') increases mono-
S. .tonically from 0 to nir when 0 increases from 0 to 7r;

here too this condition is also sufficient.
as c, . Writing f(z) under the form of a sum of a symmetrical

and an antisymmetrical part as
The stability criterion then simply reads

, > 0 for i= .,... n. f(z)= [f(z)+zf(!)] +. [i(z) - )f(

5.2 Complex coefficient systems or f(s) = h(z) +g(z)
The results obtained for real coefficients systems can

be extended to systems with complex coefficient in it is seen that h(z) and g(z) have alternating roots on
a rather straightforward manner. Indeed, after hav- the unit circle. This permits to obtain results equiva-
ing divided the characteristic polynomial by the (corn- lent to the Routh-Hurwitz criteria for continuous sys-
plex) coefficient a0, we obtained the equivalent poly- tems (2].
nornial : 5.4 Feedback Stabilization

f(s)--[s" +laIsn-1 +... + a,,] +j[blsn-i + ... + bn] If the open loop transfer function (of a single input

In this case the argument variation has to be taken single output system) is given by :

from -D to +-x has the symmetry with respect to p(s)
the real axis is not anymore guaranteed. The following x(s) = G(s) e(s) with G(s) = - (s)
stability condition can then be verified :

with a constant feedback gain, k, i.e. with
7r h (W) e =u+y with y=kx,

where the closed loop transfer function is written

ff = ý",1; - I - 72 V;4-2 + b3 wn-3 + +

h = -1 - b2 2 (-3a3 Wn- 3 + b4 wn- 4 
+ X(S) = G(s) u(s) s) u(s)

I + kG(s) f(s) + k q(s)
These function permits to construct a Sturm sequence
and the Sturm's theorem (7) can then be applied. The stability of closed loop system can be investigated

In thus case the Hurwitz matrix has to be modified as by using the closed loop characteristic polynomial

follows : f(s) + kq(s)
The Popov's analysis permit to extent these results to

nI -b 2  --a2 b a.. ...... particular nonlinearities described by
1 -bt -a b3  a4 .. .

0 an -b 2  -a3 b4 ...
0 1 -b, -a2 b3  .. .y = O(x) with (--< k Vx.

0 0 at -b 2  -a3 ...
0 0 1 -bl -a 2  ... Some extension exist for multivariable systems.

5.5 Stability robustness

Stability robustness and simultaneous stability analy-

5.3 Discrete systems sis are current research topics of real practical impor-
tance.A linear discrete system is written under the form: Let us just mention the Kharitonov results concerning

xk+1 = Axk the stability of systems described by the characteristic

4
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polynomial (4) for which the various parameters can ...
vary between independent limits or: P, = span{ g, adg, ... , adf g}

or

a. :S ai ý -ai. Vi = span{adg : k=1,...,i-};
this sequence is said to be nested as clearly : •I C

The system will be stable for all these parameters, if p.2 C ... C !).
the four following polynomial guarantee the stability. The exact linearization of the system (8) is possible,

fi(s) =',n +al.s±I..+_as28 2 n.- 3 s 3 + U.- 4s 4
4+..., see [5], if

. dim{g} m
f 2 (s) =:an'ua-s'•a _ .s 2  

3as -• *dimVi i= 1,... ,n constant in UI,=U.+U.I+ 2,3S +, +dimAn = n

f3(2) =agn--n-I${un- 2 s2+-in 3 s 3  4 .. j involutive j n - I

It should be noted that in the previous conditions V)n

f4(s) = a,+a s +-S- 2s
2 +dn-3s3 + an_4s4+. should be replaced by /k if dimVk = n.

The above mentioned conditions also implies the fol-

Such results have extension for system for which in- lowing properties :
dependent physical parameters are varying between 3 {r, .... , r,}(ri < n) and {Ai(x), i = 1,... m}
bound. Results and references for these topics can such that :
also be found in [2]. ,LgiL Aj(x) 0 Vijandk=O, ,rj-2;

6 EXACT LINEARIZATION BY FEEDBACK 0...
* the matrix:

The system of equation :

M(x) = [LgjLr.'-Ai] is nonsingular;
x=f(x) + giui = f(x) + gu (8)

m

is said to be feedback linearizable if there exist a dif- Z ri = n;

feomorphism from a neighbourhood of the origin to
7Z' and controls given by :

(P : U1 o --- Z -- z=q(x) ,u = a(x)+O(x)vwith:
U = a(x)+13(x)v

such that the system is transformed by b into the lin- 0 = M-'(x) e = M-I f'Ail
ear system

z = Az + Bv. z =coI{Lk'-Aj : i ,...,m ki= 1....ri}

6.1 Distributions

Let us consider d smooth vector fields, fi, i z = Az + Bv with A = diag{A, ...... Ar•,
],... ,d, defined in an open set U. For each point
x the corresponding vectors fi(x) span a vector space, and B = diag{B,.,..., B,_, }
A(x) given by : where

A(x) = span{fi(x)} or simply A = span{fi}. 0 1 0 ... 0 0

The assignment to each point of U of the correspond- 0 0 1 ... 0 0

ing linear subspace A(x) is called a (smooth) distri- Ar, - ' Br, =
bution. f 0 0 0 1 0

For any vector fields f0 and f2, the Lie bracket, [fl,f2], 0 0 0 ... 0 1
of these vector fields is a new vector field defined as :

def Lf2 ft 6.3 Construction of the new variables
a 9The functions Ai which permits to define the change of

F=span{ f) is said to be variables can be constructed from the following con-
Further, a distribution siderantf } s aons b

involutive if [fi,fj] E P. siderations :

6.2 Conditions for exact linearization LgfL Aj(z) = 0 Vi,jandk = 0,1 .....

The vectors fields f and g = {gi }, defined in (8), f = 0 Yi,.jandk = 0,1...
permits to construct a sequence of distributions: : dAi E VPt,-

V• = .pan{g} = span{ad~fg} and also that span{dA,,dLfAi} C V",_ 2 , as solution
P2 = span{ g, ff, g]} = span{ g, ad' g } of system of (partial) differential equations.

.
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7 MECHANICAL SYSTEMS where A4, are arbitrary, independent, finite changes

are called generalized coor- of the generalized velocities. It should be noted that

dinates if the configuration of a material system - i.e. the potential velocity field is linear in these potential

all the position vectors of the material elements with changes.

respect to inertial space - can be described by purely For such a velocity field, the relation (10) becomes
algebraic functions of these variables and the time.
The n generalized coordinates vector is then given by R f A. d = f. A_ din. (11)I Ii

q = [q ... qnJT
The left hand side of (1l)can be expressed as

The position of a material element X E M, where M
is the considered material system, is then written as : [ d aT aT.

R x. Ai dm q.- ,
x =(qi. ,t) = (q., im a

and the configuration is even in practise, this expression can be computed in

a much more efficient way. This form is given here in

V = {x(q,,t)}. order to show the structure of the obtained equation
of motion.

The velocities are then linear functions of the gener- 7.2 Lagrangian mechanics
alized velocities, q,, i.e.: 7.2.I Conservative systems

S 9 X•0x A mechanical system is said to be lagrangian - or con-
x = qY q + -• *(q,,,,t). servative from an hamiltonian point of rue - if the

potential power of all the interactions acting onto the

The kinetic energy is then quadratic in the generalized system can be expressed as :

velocities and can be written as: ou

TM jiid + TT , AP IMf Ni dm = A q,•

where U = U(T,,t) is a function of the generalized

where the m atrix M , the vector F and the scalar To whereinates and t ) is ca func t he po te n enera y

are functions of the generalized coordinates and time. coordinates and time an is called the potential energy
of the system.

7.1 Potential Power Principle The Lagrangian of the system is then defined as : L =

The local equation for any material system (without T 17.

internal momentum distribution) are given, for any Further, the A4,, having been assumed to be indepen-

material element (x), by : dent, the equations of motion have the form

=f (9) d OT OT + OU 0
dt 04 Oq iOq

where f is the local force density.

The scalar product of (9) by any vector field a inte- or
grated on the considered material system provides the d ( r
relation : -(Mil+ F) = 0

IM (R-f)-.adn =0 (10) The Hamiltonian function is then defined as

It should be noted that if a is the (actual) velocity H = H(p, 4,t) ef p'. - L(q, tl, t)
field (a = k) the previous relation is equivalent to
the mechanical energy relation : where q is expressed as a function of the generalized

mornemtum vector, p defined as

"IM R -xdrn = IM f. dm = P,deC p = 7 = Mq + r.

where P is the power of all the interactions acting onto P
the considered system. It can be easily checked that for conservative systems,
One can also define a potential velocity field compat- the time derivative of the Hamiltonian along a trajec-
ible with a choice of independent generalized coordi- tory is given by
nates as

det) Ox .t = £fH = OH
44 i . + A4., 1) - (q.,

V•= t
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7.2.2 Dissipative systems The corresponding hamiltonian and its time derivative

A mechanical system is said to be dissipative from (expressed in terms of the generalized coordinates are

a Rayleigh point of vue if the potential power of the the respectively given by

interactions which do not "derive" from a potential1
can be expressed as: H = TM4+ qTKq and H 4 TCl.

_2 2q~- OR .The hamiltonian is an appropriate Liapunov function.
M a=1 If the damping is pervasive, using the above-

where R is a quadratic positive (semi) definite function mentioned theorems (Lasalle and Chetaev), the cor-
of the generalized velocities, responding equilibrium is asymtotically stable or un-

stable when the Hamiltonian is, respectively, positive
For such systems the equations of motion have the definite or sign undefinite [81.
form :

d dT -T U + R Systems with integrals of motion or constraints
dt 04 9q c4 When the constraints are independent algebraic func-

Further the Lie derivative of the Hamiltonian is here : tions of the generalized coordinates, some of these
H qT OR variables can be eliminated and a reduced order sys-

H a = - - qq' tem is obtained, the corresponding Hamiltonian canthen be used as a Liapunov function.

7.2.3 Autonomous systems More interesting are (independent) non holonomous

A system is said to be autonomous if the correspond- constraints and integrals of motion which are linear in
ing Lagrangian does not explicitly depend on time, i.e. the velocities. They both can be written as rn linear
if the matrix M, the vector r and the scalar To - U relations between the generalized velocities, under the
are not explicit functions of time. form of the system :

It should be noted that for an autonomous system, the A + b = 0,
position vector of the various point can be described
by explicit functions of time. This is a classical situa- If A 0 is a regular m x m submatrix of A (possibly
tion in rotational dynamics. obtained after having reordered the variables), this

For such systems, the equilibrium configurations are system can be rewritten as :
given by the following system of algebraic equations: Ao+A 1 +b=0 (13)

a~l (A11 +bTO = 0 (12)
( -q T) 0 (12) if the generalized coordinate vector has been parti-

tioned as :
Further, in this case, the time derivative of the Hamil- q = [q' qT]T.
tonian along a trajectory is given for conservative and One can use the Lagrange multiplier technique to find
dissipative systems respectively by : the equations of motion.

1/=0 and Jf-/ = dR < 0. On the other hand, the stability can be directly anal-
Aq ysed by eliminating 4o - using (13) from the hamil-

Consequently, the hamiltonian is a "good" candidate tonian or by using of a modified Hamiltonian of the
as a Liapunov function for such systems. form :

The dissipation is said to he pervasive along a trajec- V = H + (A q + b)TQ(AI + b)
tory if it is never identically equal to zero along this
trajectory (except at the equilibrium), whose time derivative is clearly equal to H and where
7.2.4 Linearized autonomous system Q can be selected in order to eliminate generalized

velocities which do not appear in H. The stabilityAround a given equilibrium - given by (12) - the with respect to the remaining variables can then be

quadratic forms (obtained by appropriate series ex- analysed in a straightforward manner.

pansions) of L and R are given respectively by :

Constraint damping

L= TMq + qTNT• + IqTKq In many aerospace applications (such as rotating sys-2 2 tems) the dissipative interactions (in particular the
and R = aerodynamical interactions or the interactions in bear-

1nd = c ings) do not derive from a Rayleigh function. In fact,

where M,N,K and C are constant matrices. With the corresponding generalized forces are then func-
-NT - G the corresponding equations of tions of the generalized velocities and of the gener-

motion are given by :alized variables and can be written in linear approxi-

mation as :
Miq + Gq' + Kq = -C4. Qd = -(C4 + Fq)4
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and the equations of motion are then given by where [w] is the corresponding component matrix.

M4 + (G + C)ql + (K - F)q = 0. The relative internal momentum of the rotors - as-
sumed to be symmetrical with respect to the rotation

It is still possible to obtain a simple Liapunov func- axis - is represented by the vector h. Each rotor can
tion, when one can write F -CS and if S, MS, KS possibly be controlled by torques (along there rotationare skew symmetric matrices and GS is a symmetric axis); the corresponding control vector normalized bymatrix [9]. the respective moments of inertia is the vector u.

In this case, a modified Hamiltonian is given by Deformation will be considered in order to be able to
introduce internal damping. These deformations will

ITM -qTSAq+T(K GS , (14) be described by deformation variables, represented by
2 2  the vector #; the corresponding displacements will be

the time derivative of this function along a trajectory assumed to be algebraic function of these variables;being given by the negative (semi) definite function the inertia tensor and the internal angular momentumare clearly functions of these deformation variables.

V = -(q+ Sq)TC(q+ Sq). For low altitude orbits, the gravity-gradient torque
has to be considered. This torque can be expressed

In other case, the search for an appropriate Liapunov in terms or the actual inertia tensor of the system J
function is more difficult and it is generally easier to (expressed as a function of the deformation variables)
use the techniques presented in section 5. as :

8. APPLICATION TO GYROSTATS = W i x -

We will show now, as an example, how the above pre- 8.1 Equations of motion
sented method can be used and we will consider a de- The general equations of rotation can be written
formable orbiting satellite with internal rotating parts.
This can be a dual spin system or a system which can =L
be controlled by flywheels. w

1313 ~ with H = J-w+ h L =3cw 2,X I.jl,I •° where c =1 if the gravity torque has to considered
xk X• •and c = 0 otherwise.

The rotors equations around their axis of rotation will
be written

=Mi, i = 1,2,3

where pi are the moment of momentum of the rotors
about their axes and Mi are the corresponding applied

Orbiting Gyrostat torques.

We also have to consider the kinematical relation
The orbit will be assumed to be circular and the cor- which relate the matrix [A] to the rotational veloci-
responding angular velocity vector is : ties of the orbitai and body bases, i.e.

[0 [=l - + [w][A]I+Z[wo]~

w0  where tilde matrices are are expressed in terms of the

where w0 is constant. The orbital base is the base corresponding vector by the relation

{X0 }, ,with X, aligned with the ascendent local ver- [W1 1 [ 0 -W3 W21
tical, X_2 tangent to the orbit and X_3 aligned with the )] = w2  [ [ W3 0 -WI
normal to the orbit. W3 -Wf wL 0

The body frame, {fi}, has a relative orientation with
respect to the orbital base which is described by the and the equations of deformation.
orientation matrix [A], i.e. :

[Al 18.2 Equilibrium configuration
At equilibrium, the matrices [A] and [h] are constant.

and its rotational velocity with respect to inertial Further, the rotational velocity is given by
space is the vector w with components w1, w2 , w3 in
the body frame or i = o W0N3

t! H !=._o + 40 = 1o
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with Further, we will, a priori, assume that damping terms
T Ji ]are linear in the deformation velocities.

nmn eqef Wa0vt e epcdoThe corresponding linearized equations (around theJ3 nominal equilibrium) have the expected form:

This permits to write the following equilibrium condi- M
tions Mq+Gq+Kq=-CI,

where here
4 x o = 3 lON X bxi. (15) q = [o0 02 03 1]T3

which implies that at equilibrium the inertia matrix and the matrices M, G, K and C are given by the

has the form: relations:

[ I1 0 -ad 1 1 M =fI 0= 0
[I1 0 12 -J 2 J0 m 0 C[

-cWJl -J2 13

0 -G 1  0 A 1

whereci= a if the gravitational torque is considered GG 0 0 A 2  "
and a = 1 in free space. Additional conditions con- 0 0 0 A 3
cerning tile deformation variables have to be satisfied. -Al T -A 2T -A 3 T o
We will assume that they correspond (possibly after
an appropriate change of definition) to /3 = 0. with G, = (11 + 12 - 13 - J3) and

8.3 Dual spin satellite K1  0 0 -A 2

Such systems are designed to have J, = J2 = 0. K = Lo2 0 K 2  0 Al'

At equilibrium, the inertia matrix is thus a diagonal 0 0 0 K 3  A 4

matrix. In other words the principal axes are aligned -A 2 T AlIT A 4T /'i"

with the orbital axes or with a nominal rotating frame. where

h 0 K =Z 13 -I2+J 3 K2 = a(I 3 -1 1 )+J 3 K 3  b(1 2 -I 1 )

13 and the matrices Ai and H are functions of the defor-
mation shapes associated with the deformation vari-
ables. In these expressions, for freely spinning systems
a = 1 and b = 0 and for gravity stabilized systems

12 a = 4 and b = 3. Further the expression of H differs
in these two cases.

8.3.1 Gravity stabilized satellite

For gravity stabilized gyrostats, the hamiltonian can
h be taken as Liapunov function and further it can be
checked that the damping is pervasive. The corre-
sponding asymptotic stability conditions can be writ-

Dual spin satellite ten :

For small angular deviation around this equilibrium, 13 - 12 + J3 > 0, 4(13 - 1) + 13 > 0, 12 - Il > 0

we will describe the matrix [A] by a sequence of rota-
tions around successive 1-, 2- and 3 axis respectively; together with conditions on the generalized stiffnesses.
the corresponding rotation angles 01, 02 and 03 are pessed as
called Tait-Bryan angles. p

The linearized kinematical relation provide the follow- J3

ing relations between these angles and the components where W is the relative angular velocity of the rotor

of the rotational velocity vector whr: sterltv nua eoiyo h oo
and IP is the corresponding moment of inertia.

WI = dl -W002, W2 = 
0

2+w0Ot and w3 = WO +03. 8.3.2 Spin stabilized free system

The rotors will be suppose to have constant relative For spin stabilized systems, the damping is clearly not

angular velocities. In order to obtain exact linearized complete as the system can be in equilibrium when

equations in the deformation variables, it is necessary =0 and W =W=0,

to used a second order description of the displacement
field with respect to the deformation variables. Failure i.e., when 01 and 02 are solution of the system
to do so eliminates the so-called stiffening terms due
t,, the rotation [10]. 01 - w00 2 = 0 0

2 + WOOt = 0.
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For such a system, there is no external torques. This can be extended to more complicated systems such as
means that the total angular momentum is a constant multi-rotor systems. I
vector. In particular the components of this vector 8

along the axes Xk and X-2 are identically equal to
zero, or For gravity stabilized rigid gyrostats, the variables of

H : °•2 :0. the non linear system are the components of the rota-
tional velocity, the rotor momenta, and the elements of

Theses relations are linear in 01 and 02 and these vari- the orientation matrix [A], together with the orthog-

ables can be eliminated from the Hamiltonian which onality constraints associated with this matrix. It is
will give stability conditions for the system without interesting to mention that the corresponding system
external perturbations. of equations is quadratic in the corresponding vari-

8.3.3 Shaft constraint damping ables - what somewhat simplifies the analysis.

A simple example of constraint damping is provide It can then be shown, [11], that the exact linearization
by the damping in the shaft assembly connecting the conditions are satisfied - except for isolated configu-
rotor to the main body. rations which are known to be non controllable. This

The deformation of the shaft can be described by to conclusion can be extended for freely spinning systems

rotation angles say 01 and /2. In first approximation without external perturbations.

the dissipation in the body part of the bearing-shaft The variables of the corresponding linear system in-
assembly can be described by the following Rayleigh dude the three projections of the total moment of mo-
function : memtum on the orbital axes, H.-Xi i = 1,2,3, the

R 1 = _c(12+ 2), three deviations from the equilibrium conditions (15),
2 1c the various constraints - further, the constraints de-

where c is the corresponding linear damping coeffi- fine slices in the state manifold and consequently are
cient. decreasing the dimension requirements for the corre-

Energy dissipation takes place in the rotor part of sponding distributions - of as well as some combina-Enery dssiatio taes lacein he otorpar of tion of the orientation parameters.

this assembly (in particular in the rotating shaft) even

when the deformation angles remain constant; the cor- This linearization permits to define optimal proce-

responding deformation rates being then equal to QJ32  dures for large manoeuvres such as detumbling, cap-

and -Q0, respectively. The corresponding Rayleigh turc and seasonal reversals.
function will be written t;ad"r the form
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SUMMARY

We consider the non-linear longitudinal stability problem (§1) of
aircraft startine a dive croyr an initia! velocily far removed from
the steady dive speeds: the aim is to find a pitch control law, which
will keep the aircraft in a constant glide slope, compensating for
the p, ugoid joude (32). The problem is extended to account for

the presence of arbitrary atmospheric winds, e.g. windshears (§3).
The theoretical stability curves are compared with flight test data
(§4l), obtained using the BAFR (Basic aircraft for flight research)
in portugal (§5). The model includes a number of effects, and has
also some restrictons, which do not affect its suitability for the
present application: (i) it includes compensation of the phugoid,

but not short-period, mode i.e. neglects rotational inertia; (ii) it
accounts for boundary-layer and induced drag, but not wave drag,
i.e. applies at low Mach numbers, typicai of approach to land; (iii)
it neglects lateral motion, but allows for non-linear effects on lon-
gitudinal motion; (iv) it leads to a free-flying control law, in stall
free conditions, and in the absence of autopilot or active control.
These additional effects would be relevant to other applications,

and would require extension or modification of the present model.

IND)EX
Summary
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List of sympols
§1 Introduction

§2 Non-linear longitudinal stability in a dive
§3 Response to atmospheric wind disturbances
§4 Comparison with flight test results
§5 Basic aircraft for flight research (BAFRI
§6 Conclusions
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§1- INTRODUCTION

IAST OF SYMBOLS The type of stability analysis most often performed concerns small
perturbations from a constant or slowly evolving mean state; it
leads to systems of linear ordinary differential ecluat ions with con-

it, b, d parameters of non-linear miathematical1 model of stant coefficienits, which can be analysed luning L~aplace transforms
longitudi nal stability (9a, brl) or the usual methods of control theory 1-. Wheii the deviati-

a',u"(, longi tudinial , lateral'and vert ical acceleration onls from the reference state are large, one is lead to lbs -filear dif-
e airfoil chord or ineani winhg chord feienii al equations "; the n on -linear problems have received muaclh

f longitudinal 51 shill tY coefficierits (10) recent attention, e.g. in connection with flight at high- angleýofil
f- .1 h, paranlieters of engine thrust versus celocity attack and spins;". A distinct, bat also non-elemiientar ' , stability

leltos t7) problem arises for small perturbations, when the refeerence state
actceleratioin of gravity is itself varying rapidly, i.e. onl time scales comparable to those of

ii error in airspeed mea-suremrent the pert urbationslu; anl examiple is the excitation of the phugoid
k coefficient of induced drag in (5) or- short period mode, by atmospheric disturbances of compara-

l lengthscale of windshear Isle tine scale. This kind of problem leads to linear differential
so aircraft mass eqluation, with coefficients varying with time "i; it was a topic of
ii parameter iii normalization of dive velocity (42b) considerable research iii the past. and although it hasa gone a bit
p fluid pressure out of fashioin, it has not lost its relevanice. W'e address both ty-
Stime pes of iion-eleiiientary stability problem "' viz, non-linear and

li on gitiudfinal wintd velocity Wii ,tentl , is coiinterction wvithI airccraft lonigi tuadinial response in a
2 peltrt arlion iif'groundspeed due to wind ( i ve.
a- vertical winid velocity

ifit'laile atlong flight path Ii2 NON-LINEAR LONGITUDINAL STABILITY IN
- nti iiife A DIVE

ma iiginitudeln of lonigitudifital wiinifWwar (37)
1) total ifrag coefficienit I-'or the preseint section )tý2) wve consiider flight iii still air, so tint a-e

('J)J boundaiir layer drag coefficient ini (5) iced tiot idistiiigiiish trite airspeed V' fromi grouindspieed - , anil will
Ci, lift coc'firieut at arbitrary angle-of-at taik reasoii in tei'rs of the latter. WXe consideraniii aircraft wehichi starts
[411) lift coefficient at zero angle-of-attack at dlive at ain arbitrary initial groiundspeed (Ii, = 17t)0). wvhich Tony

(t, lift slope ('1 =_, 0(-L1/00 he fa-r ccemoved fromt asue of tlie( tNo stea vil diiiy sf 0 vd iIs ( It will
01.4 br~tiele shown latter thfat ý:< > U1 andf the uipper wtady dive speed +

F total dimenisionless force along flight path (8) is stable, sarf the lower Iff unstable; thus (i ) aftera, long timc t
-I grouidi fspeed I! normialized to rinii ii mat drag speedil U,,,,i x.tfie( air( afdt Fit her terllis to thle st abl e divespieed 1'(t) - I+ or

.1. riuiiiili~eif groit mlspeed it itno' t =I0 or start of test liii it divlverg' froml thle utitstblo dive spteed (I'-~ 1 (II increases.
1111 i U ý towards a stall ('it,l - (", at a finite litte t t,) Either ini
n1 tormialized stead) (live speed lie stable lii or unstable (ii) casi., t lii probleiti is non tineai if

J, niortmalized grounid at end of test run t = liet~ groiluidspeeil [(If) at soutue tint lillk'uel a onsinlei ld ' fioii both
A! Mah stulier t 'ady (ifvie speeds, i-c- teilt her of tlike conifit ions 1 " +K +

P pertuarbation of groun nspe f d-Clilvidedf 1)iy groitntdspeedf (38a) ot I - it' J < W2~ is niet.- Fromi exau iple, the piroblemn would
Q pert urbantioni of airspeed diviocil by gronundspeed (38c) be' out-linear trom timse t 0, if the aircraft started thre dive at

S referesicc siurfare area for acroi yeaui iv(i foces at groiind far removedf from hot h steadly (ife is-apeeds, i.e. -none of
V thrust two conditions I U, - 1,7 J<< (112 is itet.

1 thrustcorte foriegt-ln flight aitf mnumdaspe lit operations, there could he several reasons why an aircraft might
U gilinsped aongfliht athstart a idive from it cruise or loiter speedl far remioved from the

ilil l gro rounsp pei d along fih flaIt pat steaidy dive spieeds, e.g.: (a) it could start an emergency approach
tablei sf tgro y (i ve d rounspeed aotg I .t p th to a laiidi ng strip sece s late f ne to ploor visibility; (b) it could start

'± alile steadfy dif v e gri-ne dspeed tracking a target of opportunity spotted at the. last osoniciut. In
I ii iis ilei stea gf y pedve g o inr pe i sit cli i ases thle p ilo t w ould try to kee p o nl a co n sta iit gildie Slo pe.

~triuieis aifra sppeid eithier iy adsljistitug it~icience, or 1) -v tiroittlling the enugiine. or both.
s t r il l ' i rg s p e e d f s o t h a t it h e t r a e t r l i es1 o ut0 1 a nl li l( i ti c i p il a n ie ; t li e l a t e r a l co n t ro l

X7 dsta niei speed fi h p t o m a i e ] o I ng h c l input,, e.g. yaw sir cull, if they rutuaiti sm all, i.e. line-ar, ilo iiot
1l du cist nc an sa bl iti y reig i s p o thn orsae (3 5 b o e g l sr co uipfl l' to th le fi n g i t ifin a ) m o tio n , w hi c lh inay lie io n - [ n ea r. Ilit

(y anl fii -atioiitabiiyrsonekIh this c ase, of stiall hieadiiig changes, thi' trajectory is approxi .ma-
gld lp angle-fatc tely a straight line, and our non-linear stability problem has two-
an glre lope ahutlnge iihfihtptleg reps- of- freedom, associated with the phugoid and short-period

t, tigle of thrust-line with flighat pangth dnlau mode. Since we are concerned with loinger time scales, we may
averangle ofathu t-ie o it aicat l n iiri a au omit the short-period mode, by neglecting the rotational interti e

A averagcen valu nof-aao itda oa 5 of the aircraft, i.e. assuming that a dhesired value of the angle-of-
i krraufl~et inra iote-para o lon i ft-difa rag spolar (3 b attack ran he obtained alm ost instantaneously, i.e. on a time short

V" V I itresaho arlndts for gld lo ngit tu ialt repn sei( of 3 b (lveo mpared with the period of the phtigoirf. Thus we are left with a
v.,,Vt c resof ~n fr glsleslop at tartandetui of iveonie-dittsetisiiiial ion-linear stability problemo, in a sense inverse to

p utuass (tensity of atmospheric atir l'atuhester's "5 pliugoirl. ansI which, may be stated its follows: ifasi
7- aerodlynamic time scale of losngituiiinal respontse (30) aircraft starts a dlive from ami drbitrary initial grciuiid U11(01

9 pitch aiigle ~how should hIt lie grioundfspeedl 1(ft ) (or aiigle iof- attack (a(tI)) vary
I) ave'rage pitchi angle fi " mI J ,al it keetis oil 1 constant slide slope?; an alter-
s, elevator ideflection angle nativi', aind eqiuivalenit, statement is: what is the pitch control law
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0(t), to be flown by the pilot, or programmed into an automatic cos I{(CJD(-/C1,(c)} = cOs YCDj/CL(O) + kcosICL(o) + \cCsO =

control system, which will exactly compensate the phugoid, and = (pS12W)CDfU + (21V/pS)kU-
2 cos' -, + Acos-)

deep the aircraft on a constant slide slope angle -y'! This problem

is almost as old iv as Lanchester's phugoid '7, and could be called (6)

the "inverse phugoid problem " Is it was not settled as definitively

9-1as the phugoid problemi, for the inverse problem has been
9-the subjecth pgoterprobsearch 2 3 twhere in the last formula we substituted CL(o) from (1), ommiting

the subject ot later research 2 hetrm-'Fsn /the term - T sin c/W

Our one-dimensional non-linear longitudinal stability problem is cos- z (D/L)sin << 1, as assumed before. We assume that the

represented in Figure 1: the aircraft flies along a constant glide thrust-to-weight ratio has a dependence on groundspeed similar

slope - with groundspeed U = dx/dt, where x is the distance to (6), viz.:

alomng Ihe flight pathý it is acted upon by four force"i namely, the

weight it' along the vertical downwards, the lift L transverse to

the flight path upwards in a vertical plane, the drag ) opposite to T1W = h - - f2 /f', (7)

the motion, and the thrust T along the motion (in some cases the where fofj,ff are constants for a given engine type.

thrust may make an angle e with the flight path, viz. f = 0 + e0 ,

where 9 is the pitch angle and t, is the angle of the thrust line Substituting (6) and (7) into (4) we obtain a sing!- equation for

with the aircraft's longitudinal datum). The mathematical model the groundspeed:

is specified by the balance of tinzavrse and longitudinal forces.

The former, transverse force balance, is static, and states that the g-
m
dU/dt = a - bU

2 
- d/U

2 =_ F(V), (8)

lift:
where the total force per unit mass along the flight path, involves

C,(a)p5U = L = W cosI- Tsinc, (1) three coefficients:

t, balanced by the component of weight transverse to the flight a os - sin - - A cos'7 (9a)

path iit mins the traverse component ofthrust, if latter does not lie

alol•g thhe light path); the latter, longitudinal force balance, states

that thle inertial force, equal to mass ni = Wig times acceleration:

(W/g)dU'/dt = Trosc - 1)- Wsin 7, (2) d -= f 2 cosi + kcos.
2 

(2W/pS); (9c)

balance the (longitudinal component of ) thrust T, minus drag D with two exceptions, these coefficients are constant, since they de-

and longitudinal component of weight. The drag is specified by a pend on aircraft paramneters •,5", aerodynamic coefficients 6'Dk, ,•,

fortula similar to the lift (1): flight parameters 7, and propulsion characteristics f_, fl, f2 which

are all constant. The first exception is the angle of the thrust-

D ( line with the aircraft, flight path (, for which we take an average

2 value ( = -t - 0 involving the constant angle to the aircraftg lon-

ril)Aling lif! ('I, by drag CDo Coefficient- We can make (2) di- gitudinal datum co, and an average pitch value 0; small deviati-

ons from the latter 0 - 9, would introduce a negligible correction
lunt~sttIttle~s by dividing bsy the weight, anid using (I) and (3), we J'fcos09 - cos0) -•f(0` - 02 )/2 << f with f == fu, ft,fh- The

(onchiude ýiat the longitudinal acceleration, made dimensionless (cs0-os)-f( -0'/<fwihf=flf.Te

cdividifg y thelongiuda acceleration , oe ds second variable parameter is the air density, which would not be

by dividing by the acceleration of gravity: r,,lstant in a long dive, invc'ving significant altitude change, Since

in the following integration we treak the parameters (9a,b,c) as

constant, our model applies to the followings parctical situation,

q9-d '/dt = -sin I- 7I/ ) cos I-tos Y(CD(CL)/ I{l+(T/L) sin }, corresponding to test flights detailed later (§4). A low-speed air-

(4) craft (if < 200ktM < 0.3), performing a not very long dive

is determined by the longitudinal component of weight, the thrust- (altidude loss Az < 700m) along a constant glide slope. Another

to weight ratio T/W projected on the flight path, and the drag- application, to which the present model would not apply, is the

to-lift ratio (C)/CL modified by glide slope cos -. The last term in case of a modern high-speed airliner, with cruise speed optimized

(1) can be ottitted (IT/L) sin ( << 1, if either thrust makes a small by supercritical airfoil design, starting a long dive front an altitude

angle %.itli path sitin C I, or lift-to-drag ratio is high T/L irouirnd the tropopause; in such a case wave drag would be import-

1)/I. L<< 1, t product of these two is negligible compared to unity. ant, and furthermore, density change with al-tude could not be

Sin(e our problem is one-ditrensional, the r.h.s. or (4) should be neglected.

expressible in terms of groundspeed alone. To ido this, we note Our mathematical model of longitudinal stability is specified by

that for low Mach nuriber flight, i.e. incompressible flow M ý ojuation (7), which may be written:

0.3. we catn neglect wave drag, and the drag coefficient consists

of three other terms:(;i boundary layer drag, which is due to skin

tri(lion, arid thrts indepen dent of lift 14; (ii) induced drag, which g 
m
dU /dt = -b(U

2  _ 11 )([1
2  _ (1

2 , (10

ts proportional to the square of the lift coefficient 25; (iii) the where U.'± denote the two steady dive speeds:

parabolic lift drag polar resulting from (i) and (ii), may have a

non-parabolic correction, proportional to lift: 11, = {a. v.2 - 4bd}/2b. (I1

(o) = CC(-f i k{(' 1,9o)}
2 

+ A(C',(o). (5) for which the total force along the flight path k'(U•) = 0 is zero,

and hence there is no longitudinal acceleration dU/dt = 0 for

'flrr,i last teri ri f-4) can be written, after omission of the factor I1 - If+ or If = U_. The existence of two steady dive speeds

in (rlhy brackets: can be inferred from Figure 2, where we plot versus groundspeed

U, the drag to-weight ratio D/W (thick line) and the thrust-to-

weight ratio T/W shifted by T = T cos - W sin y (two thin lines).

.. .....
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Ihe intersection of the lines specifies the two steady dive speea For t= 0 it follows from (22) that U(O) = U., but for T > 7

U.,. for whi~ch the inertia force vanishes. The steady dive speeds we do not have U(t >s r) = U+ because (22) is niot valid for- long
would coincide if the thrust was the mtininsunm for 'steady flight, times. For long times we have to use the iion-linear relationl( 19).
ice. at the minimum drag speed: which expresses time t(U) as function of groundspeed, and cannot

be readily inverted for U(I9. Thus we plot the stability c urveb in

Figujre 3, ilL dimtensionless form, with time divided by aerodynamtic
U,_ 8 = if.. cos- sin- A cos's )If, cost + ('0 jpS/2Wl); rimeo sc ale f/r as abscissa and groundspeed dividled by miiinimum

(12 ) drlag speed lJt - Ul/&, 5 as ordinate. We have one curve for each

steady flight is possible only above this velocity If- Uj i.e. if initial velocity J. = GU../f,, The two steady dive speeds U,. (Il

the c ondition a2 > 4bd in (11) is satisfied by (9a,b,cl, so that the arc related tV the minimum drag speed U,,,5 112) by:

tiininitsui thrust for steady dive is given by:

iff + U2 = /b = 2U, ,. J2 + J' = 2, (23a,b)
Cf~osC - Sill - ACosJ)2 > so that of the two parameters J+ -_ U±/U-d only one is indepen-

4 (ft cus ( + (,'DfpS121V)(f2 cos t + k COS2 -121VpS(. (13 ) deiit.

1 he stimp~lest particular case of (12.13) is level flight I~ = 0, of Thus, if we choose an aircraft for which the stable steady dive
speed is 1.2 times the imnimumn drag speed J,± UJU-d = 1.2.

sat ahocraft with symmetrical lift-dcag polar A = 0, with constant. it follows that the unstable steady dive speed is J_ = LI /U,,j
thrust fj 0 = h2 aloitg the flight path ( = II. for which we 01.748 timses the minimums drag speed. TIbis is thle case illustrated

211 3~ welknw DJI)S = t 2T/ 3- pS o and mtiniimum thrugstpo.eady flight in Figure :3, where we see that: (I) for initial grounidspeed below
=Vf'j)p = 2TC IW n iiu hrs o tayfih the unstable dlive speed J,, - J _ = 0.74ý. the drag is too nigh.

I/IV f, (0 1 /fk =atnd speed drops rapidly towurds a stall; , ii (for init ial gtotindspeed

Flo altfl groundspeed distinct fr-" the steady dive speeds V -, 11+. between the unstable and stable steady dive speeds 0.748 = J_. <
there is anl acceleration d~l/dt $ 0 along the flight path, whsose J, J., = 1.2, there is excess thrust, and the aircraft accelerates
;ign ran be deduced either from eqtuation 1(10) or Figure 2. viz.: (i) gradually to the upper, stable dlive. speed : (iii) if .1', > J+ = 1.2.
between thle steady dive speeds (If < U < If+ there is an excess there is excess dlrag, and the alrcraft decelerates gradually to the
of thru~st (tile (T/11' (cost ( - sin -y lies above T)/W in Figure 2). stable tipper steady dive speed.

and thus acceleration dU/dt > 0 in 110); (ii)I otherwise U~ > V+~

or U <U_. there is an excess of drag (the thick line lies above §3-RSO S OAM SH RCWN I
tht' thin lites in Figure 2) . and thus dlecceleration dfl/d < 0 in § T -RESPNC SE OA M SH RC WN
l O), It folltows that: (a) tlte upper steady dive speed UI+ is stable., SU B NE

because accelerationt in its vicinity points towards it: (b) the lower In the pirecedinig account (ý2) wt' have assumedthrI ligt il still aii.
steady dive speed U_ is unstable, because the acceleration in its bitt tite stability theory could he extended to include ftc effect
cicittity" points away fromt it. The evolution of the groundspeed of attmosphteric disturb'ance.s 2, of scitljih the sciitdsear " hass re-
ito. a fuinction of time U"(1) is specified by integrating 110) from an ceived greatest attetitioli. Tlhe atmotsphieric wind conditions call
itittial velocity U. .( 0) at tine t =0, leading to: b e titeasured usinig tntterological methods "t". 1)opplec radars

:2-.", iairborne lasers ",i or complarisoni of IN"S with non-inertial

ý(Um- U U + +)/vtfocit 'v nicasureents ntS 3-11 . A seindaltear ( Figure -1) is a toroi-
k d ;t '8U+uvtaI vortex ntear tile grounidspeed. causing a downfloxa through its

/ I( ff)(U f U(t)) 1 }/ilt'fx core. which is deflected by, the grountdspeed into a radial outflow,

X ((IU - U.. lIt I I + Uf File effects of the dow iiflow .ottifi ied seithI head wintd cliangeF onl

h~ 1, -1 f, )(I +I - )I flight i :s are of particuilar ciunternt dturitng approarci to land
- '~ + /Is ~ , 19 17 - iSLt The safety aspect "1 is related to airc raft response and

Wlirl 7 s n eroynmictie cal, eteinne byth chirc- conitrol in such coniditionis "", wh~- abic, as thei tot dcsis of specific
wli~rer i ai aeodyami tie sale deermtie bythechsac- evetnts ""' shows. can be quite hazardous, Since thfetre ace maily

teristics of tile aircraft: tpossible' cimibinationts of aircraft characteristic s attd wittdshear In.

(atiotts relIativec toc the fl ighit path , t he flight simultto1tors, though

I/ca 2bglUV+ + Il ) (20 ) iteftil. c-an hiartdly traiti thte piloit for all possible evenits. W~e ex-
tend tice preceding tion- linear lotigitutidi nal st abltilty Itroblemn. to

ft is clear that as the elapsed tittie significantly exceedls the aero- the case of flight path dlirectly through a windshear~oi any other
ufynamic timte scale t > r thent e'I/r- 0, and the grottndspeed ctindition with wind in a vertical plane through thle cotnstant glide
u-ither approaches the tipper steady dlive speed V(f As, r ) -U+, or Slope Of thle aircraft; this is equivalent to determining the air or
it diverges fruont the lower steady dfive speed, i e. UI' >t T) - U_ groutntdspeed (or angle-of-attack or pitch) as a funtctiotn of time, so
beroruts large. This counfirms that the former U+ is stable antI the that tlte aircraft keeps on a constanit glide slope. comipensating for
latter U- instable. the phitgoid irtode iniduced by thet wintd 1711

Incr shttrt titme compared Ito the ae rodynamic timte scale t < r In thle presence of wind we should distinigutish huetweeci the grouindspteed

swch that thle grouindspteed has riot deviated ntucht from the initial antI trite air speed, e.g. for the lion- lintear lonigittudinal stability

vahl e: motdel (8). tile total force depends on the true air spteed V , atnd

tho acc,:Pration itt an inertial fiante ýs the tun-e derivative of the

{U(l < r) - Uý2 (U± - Uj
2 , (21 ) grtu uidspeed:

tht equation 1 19) may be linearized with respect to groundspeed; g'1d(lI + ip)/dl = V(V); (24

we denote the groundspeed in the presence of wind by U + v, to

lift) -- ,',, + )(u,"/U,! 1)(I - U2 /(1J2) tdistittgtuish front the grountdspeed U1 iii the absence of wind (8),
((~+ (U(2) -et/e(2 II is Ith perturbation in groundspeed dtie to the wind:

1() ftt ' iilt.St' .ui'M ttiA~l i.,nlt ine u timte, witlh tittle scale r
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cr dedI F)U)- ~ ).(25 ) glide slope t2 issal/'s ,w aec 2/
alt i slitce a!U w1/.i'U are also Smaill. we canl reti-t a, w) silli"Weallow (Figure 1I for the presenceofansi horizontal a and vertical (u, ic>- << U, so that:

it, wind, which are given functions of distance ac along the flight
path. anid heitce, alterntatively, a function of timne. Hearing in inittln+d+~ ai 2  

U 2 ~ rtt 3a
that the angle of the, [tighit path with t ire hiorimontal is tie glideV' +4+a)++2(i I (3)
Slope. Lthe true air speed V. is relateil to groutindipeed U + V and
wind iiiI niot p its s a, itvb-. e -- I i

whwe' %%v' itave tied it', t-. tc' ~< 1"'. The culititin j21 for the
=I ( + v- + tos CO ft) Sift +) ± 10 Sinl -Y ± COS -Y (26 ) %iiitd perturbtation otay also be liniearized:

\X5 kittiw the groundspeed 17 in) the absence of seintd front tlte
licevi oti (112 ) solution of (8), and calculate thle airspeed by (26), U U/yq (d /r I kix I ± + -i- e,) u ~ + c I . "!d'iI' if32
still thien integration of (25) gives us the groundspteed perturbation
v, or grioundispeed in thet presence of winil U + t?. so that all effects of thle nont-linetiar tmean State aplpear in the c' ef-
For arbli trare t tiong wc ils 12.5) is a ttt-iti -near differential equatiofi ticionti
wkithI variable coeffi cieiits, namely. thre groun d speed itt the absence
ificind V anrd the. wind courponents a., a'.; since the latter ace most) (g/lU' T 'dU ) =2g(d/ 1L4 - hW. 3:3
co(n velWilt tYIt gi i-e as i t'lc U0 ois Oitf posit iti roi U ). Wt(X esi relil ate
tim itt hý spuct' dlerivativ~es: where (A) wits used, and the coefficients it.d art' givenii. it tjbc.c

''The groundspeed pertocbatiotn (32) satisfies:
dc/idt = (dcilrd)dz-/dh = (U + c)clc/cl, (27

i11 125). xc Itici t specifies, is gc'tiecai, at tiotai -iiear wind pertuiirbaticon
of it rtitit-linetic bat kgrotind state: whith irstay be iintegrated for any given tieaft state- /1X.c e.c.g.- til))

anti Witnd u(r , Viz.:
Kiu-c)tl/dx FiU V F(hiU (2S8)

Thuts 128) wsill iplti VVIii if thte Witnt ccpolltttititts it, iti- were' comtpa- e(rf = e'(r) ± Y (x) ftdft/1(ld. (3-5a)
:able ito the grounttspeedi 1'. lie latter c atsli be Nrittelt Ifitfunctiont

of posifiti.n if i'k t'- writ- tite- inel;ttt slalt' etitatiti 110) a-i: hr

(f'/g)df/ldx= -bU -)l U' 21' 14)/U, (29)

Y9r) _ýexp{J f(i)dC}. (35b)

adtt itt gniate it frofm ait intt iial grotinidspeeti- U, cL V -(0, at posi tiott 0

i =0, i .: lit conclutions, we start from the tnsn-linear imean state (30) in
the absence of wiifd, and calculate the force influence factor (33).

,ýxp -21gx)ý J'.)' ' )(If'- siftwich appears in (35b); this together with the horizontal wind
t'XftI~~ I2qi +Lt) 11)hu4(4(It t~ (r), specifies the linear groundspeed pertutbatioti (35aI. Note

X~t (,, U/f!t,() 2 _ f[2 11 ;if}U± -1) 3Q titat thre linearization procedure has implied (27a) that we biay
- + (30 take the horizontal wind along the glide slope. andu the veitical

Ili tonitlitsictrk. fttr thle gefteral problemt: (i ) it' grtioufndspeed for wiftdc across it; also, the vertical wind w; does not affect the airspeed
Il( It'ftift- nkvi matalteigvn as a fucinaog lgtpt 27b), although it introduces a smiall, but non-negligible change
a- f), ý.W stat is g ulc is'ef it e Icty ( ?tan) alngfigt) tt theer- u/l- itt the angle of attack. A further simplification occurs if

zoritttal six£ atit vertical Wh £ sift ti ctn ponelitIs. w-hiceh toifldt be thIe niofi-li near mteani State ivaries off ietigthlscales ff1uchf longer than
t111,tdbl'tlIt)Ll(' golipe o 11-ila idpr train, thotse ir of wind, ive. dl'dr ~< ('/1; in this ca-se we canl calculate

fi(11)to thte girtttspeed f;(i)ttr ntt-iseare wintie repectfbtivton- f (31)for a constant background velocity ftaf(U )<, so tltat (35a,h)

ltd ictit is (8;9a.bjr ) thtett leads tos a nton-linear differential eqiuationt letd to a groundspeed perturbation:
1 2N) with eariablec toefficients, for the perturbation in groundspeed
5; tn general, this will have to be integrated numericaly. given the vX ef + -f~f, / C 1

' u(tjdt. k36
ctotipltx dependence of the total forte (8) onl e through (26). cf)=3

Wecart list' analytical inttegratiton in the case, whfich is almost0

advays trite itt real flight Conditions, otf wintt Speed small relative due to a windl u(().
to grotfrtlipetd IL

2
, us

2 
< 0I; for examsple, if the windspeed does As an example., we consider a typical windshear profile (Figure 5).

nttt exceetd a, v) • S2ni/s, and the groundspeed exceeds U1 > 60 with a headwind followed by a tailwind. ont a lengthscale f:
nt/i. we htave ( u/1;(2 (s/1lI? < 0)3 0.09 <C1 I ft will be shown
sltsttibctttir' tfta: tht- psertturbation it) groundspeetd is tif' the samfe
otrter of ftagttitudt' as Lthe wind is n i, it), so that the linearization ff(7) =AU, sin(27rr/f(, (371
withi re~gs n tto fth wi ind is econsi stent withF the li nearization with
rt'g~rtl to the pertufrbation in groundspeed tv

2 
< U2

. Thus the with maximum magntitude 1:A11_, such that (u/U,,) < A2 
< I.

pritileot tof most practical interest is of a linear willt] perturbation, Substituting (37) into (35) and assuming that ther, x, no initial
with variable coefficients, from a non-linear mean state, which may grountdspeed perturbation it, = 0, we conclude that Ltue wind (34)
lie varying on comparable time or lenghthscales. We apply the induces a grotuntdspeed perturbation:
hitte-.ri-zatioit first to tite airspeed (26'). by noting that since the
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11 - vfil/f:, 4/ý I + 4ji2
)){p(l - cos(21rx/f)) -- sittry2rx/f)), ~4 COMPARISON WITH FLIGHT TEST PESULTS

38) 'he predi ct ions of the Ioun-li near t morv of' longi tuidinald stability
a iiire the charai 'erist ics of the aircraft appear only through the (ý2), can bc cher kedi iy pet-forining flight tests. Ore (ati take as the
pa rame ter: referentce, for the theoryv, figure 3, show inrg how the grouniidspeed

U ( normalized to t he ninintuni drag speed) evolves with inne, for
2ur/faf = tr/{yf(dJ/`- 15)). (38b) difforent valtiws of' the initial groiind,,peod U. Vor the purpose of

flight list rig. filie region 1', < 1' below the JJii' 'Thie steadlý diveý
P'he peituorbatioti of airs peed (27b)I is given by: Spetil V_ is Uiiisafe dii.' to rapid diivergen ti towAards thre stall. Hilb

re'gionl I'Ll > (+ above ft(li stable steady (live 'pee' 117 k n~irot very
Sintver-sting. since anl aircraft would selilori he '' ing hiorizotitallY'

Q ?~t ~£)/' I(x) + cv' )/U si ati speed higher than is sorught at the end Of iil _lye. Thus the

+ ' - os(2trx/fl) +Asirii27rxr/fi (38ci region of greater interest is that between the steady live spesds
A~~~~Il > U;i ' ý~I. > U-, which is represented or Figure 9, in ternis of

I~~~~~~~~~~~~ ~ ~ ~ ~ ~ )WA0Ia~vdadarpe etrain aihbt tte J_ U/UJ,, 5 grc;indspeed U1 nornialized to mrinimum drag speed

sta!t of III, bleam rid u(0) = 0 = v(0) antI at the end of the Vcvrliiilionaie eoiisJ -U1~jsol i
t~uN~m u~) =0 - c(). nd he concie. ut e ron-ero at tried an flighit, for cormparisorn withi tiel cuirves ill liguro 9. In.
t~dss id ~ i II ') ard tes'voricde.(lii lre 101 zeo. t orider for thre cotlil).iison. with flight te'st udat a to ho sigficiant.

T1,,'sig front lead to taila-ind izi'/2) = 0I, teýf/2) =2A111/( I + we siotili chec k 10(oi1. ,, -e with the rosin a, tiiiiso ~
I. lie~, i rlat in f he rol iisped as i rlairiuiri.theory. ritatiely: (i) T hit the efflf *s of tw lieloit l(i-io oilod ii o ile

be rIeglectedl; (if) thal. o.re is iii ,/uiliiivi oif I'l'iýI t tliltal to litelal

f!2- la-ci It = i( (9) ltioil~l: (iii) that the( atrnlosploieri winid do riot v;ilis' ito -a
recot~il A',;;r± VI+ p /1 + ~li. l9a evi'artios iro-' still air result,,

13:5the pertiilliatiiot of th~e airspeed has intixiria iiiil rliniriir: [it, hrd to colipie Witl II I oe osiditioiis III, pilot a,.,l' d
tI) fa~irt t, &i flv oitii steadl'y, _t ',hit ai'd leS,%, 1ih rid thies
ile kov its ,lisl v5 as poible (i-r.n ,"It g911 s1c' UiisK rig IS for

5 1.- ,, ti--c,, 2 1 1  ,5 ,, -"'l lopvl inii diratios. if it (oitl, be rete-s~ed fit l( th iltitude tanigo
l'4 ;i ~.~ ±~ 39ll,) of t 1e li-nt: l0ii/rOrllal flighir Was reCvoss d Olii o JitOr the, dive sp, sd

lois stabiliteil. to miake' sure the1 steady dirs e r''ii s it' inire.
WVe (;in uise thle flight data record., to ii, 1k whIioh hr t hese ,,',jec-

1-11 dold~etint of,i TII aireraft par rlieter. 11%i- Wire rolot, e-.we -low ill Vigi'liv Tit, lollioiig, ilta for
lo i- K it. l-igure G lti,- griIirridspeed 'tun saild .,irso ''- .b I- :,li,.lr I: nito left i the' altitiid.l' pI' sow itm ill 'iploiitii t, !-.

!!11atol ittri, 1 Izi-c toi the grorti-is4ioo, vei'isii X - .r,'( ilititaitt glitir slop vo'a toailiitsit-,l. Ilile !ir t , 'i ?1`10
oil dI toje 'h W dial,' t' . \Vie give ilir ,- I'l r tie skiltii', v1-rI hlii.l ii lve ill' ie rigt) T td l Ill 1;11 1 . 10 1i 1 ;Ipilit tioll 1'

I.' ~ ~ ~ ~ J lirt itlil 1.2,1, 7, It) aliosi mmriititi %e ilt,iiss 'IF(fivt. sho 'Iii , !iirii, %%ýli tthls I i, , 15

lli ~i~prarlwtiitr is gi-venb h% 31:bi.where for igh tirsa hut tion- iiri',, V ýWill toi.lm ~ il, iis 5,wIl %llil, i ýi1 ,;,*,

I) f,. 191i,C) I) r di ltu so, onid 'rfriis; here a, v-. !i , ,, I-T' I ll, o!t iiIi i i i
vr-t osir it'- u s It1 co,s 1, '1 . )ip~ni w-' have lilt(' si p, It I' i d! %a, vi j';!, pli. .t urI.iK if,; it e ,IT\v I ii s:il ot

T-',2/ f u iiis I !{/('r )k (.1 1li' '..1 O-Ih 11i , turn tir dr-. wI th si ti f lrt in in ri iiititi 'ii

-- i
t lie rnltrmimirt drag sp -d. arid llilniges of sign across Ilie theioiry (1h2 , is ont liii,e bill hrirr iiirii Os tilk irTLytidirual ro-

Vie 'oriiwler as, rob-retire rOrriit (itt an lliaprsiilil to laildiii t l ioi'. rio, lat~iral i-itipluing ]'lilt, tli. pilot ssl is i!risrii'd Iii fit
30 -O 6111/9, with the ¼'r 'Cr speed corresponinullg to a 'iglit )in a miirrssru glide [op-, i. smi-g piutchi sonin 1,1slr arid was gi

gerr -i aii unair(r~irt.;strih the higher': dl.e t A~ heavy- jet airliirer veni, nother tsisi, siichr as Ii rhlir ioi lii sins' catchii,Awiiilr tiighir
er- J pofirtrianre light.-r: a glide slop( - 3 for conventionri irlitt iKLVO Mstn' l the' heading ot fiii AXIs. Sit,-1 it Is itI)psi' t

of ' for s 1+101. has little' effect in Lill ýirvileratio~f gravity lilt toi liii I thisý azssuilltriotil tiiP of tiol theory. rho~t Owi liti ci
p 7. v 0,1f aloitg rtle figirt path g = q 1 is .S ali ili letai ris rhie %,,i- -iirlr I(i tilt% v I,, Ili i vI ral. ý, a rp ri idlce. ill 1, igl'l, *, adll i ol 11 i

t Ie I.'m Io-T ' r:r ,-cl I rai kets lin t ~ ( 10)isr',If -- 014 1 54 1, 6e,-litiiori it, ill Ilii ri~gs- 01.03 u qi til i; 0,015( maiii-l iuuia-i
I(Ieor i an irraft rrli iil h n isg coi-i~hgi t~l r~tlo t, inidiun .- I dr, K i's roir w-t Ii Ill lie listiral iii iloi'atio ,iiii i ll, t i anf. rairi --Ii Iu,;' ,-I 0 .5g
m;hi iatrv-r thain the boirnraiy lasei ra W, Is g I ) c 0 ('L. so tlit 1''11 Ilift ) iliv florgitiiiliridl airelratolur (Ir_ inI !!Iv alep 0. 1 p t o

fill' N1r1 Il ik Iilly brat kits ro,. i-s to, kAf,, 1c i lift ceffelicierit is tl)hhig, was nrt sri srrill, hutl reflected ltrioiiirliislechaintge's alonrg
airoit nit at hariuln C,,) -2 .... 1ru tlrs iiiiuueil drag fartor tlii flight path ii, dF'uc ;ceriter left) thelic,-ldehiig X ' h rigi'i
is givo-: 21 " liv k ( I il6)1-A -sern i-. , itl0 aspi- t ratio and ý n.,tlli- little, ly I" between 312.9 !) tlll 3119' Iueriter rigl't1 the
rmeasurs rits., l leviationi front, elliptit Iualirig or uiniforrr ruwtrwashi. toll arngle' :) remtarined simall, is',. li'two','ri 1.5' ;full 0. 15 , IF i
Takirg I - ',' 25, we have k = 0,10/A, anii for anl aspect raliorr ring lloser if I,. test rtfil t <- Ills: lii tOri 'eft I rho pith aiiitgle 6
A -~ ~- '- m ranging fritit a liiglu-perfiirmnianc fighter toi a srboihr (ti varied sigrificiarrl l ,lii'twi't +5.5" arnd --3.7 , iheririnstralirig diel
t ranspor t, it fiiiloa that (roo<k -0. 1 0.1.2. '11111',lie aircraft ( uritroul activity reijuireul To mainirtarin a ,instliit llV1' slope: tblsut
paraylieter is lowe!st for a lightplaire 0. .1/110.2 -1, iliterinre- turn[1 r'igh )t h tis (.ifit iii alItJivit Wa'i-i iseil tid nit Ig tlit'ievtr
,fat,- i't a hoavy jet tr.,isplirt p -1.5-4/01.2 _., and highest for ala lilriorn irigli- ( took vain,- ,,'rae'' 1i-6.2 1irl --2 2
A figi,tr,. It , 1 54/0.1 - IF. We' see firomn Viglre 6 thrat as p in- ' li,' oIi~ i 1oh allust 'it ''ignilih,i~ ai~i' -ut Ioi-l 1,luirity a-i II,
i-rvasv,,, the groruidspeedh peirtulrbatio~n is st-iiallir arnd the airspeeid toil urt ,lili t'i' 'n- lu -, IS li Tuime t -' Ill. i -ruter right ot
pe'rtiirbiation liCtirne9 sirrillar to tllt lrinigituinalri winrul for stnJia ll~ o hlgs, hoIi J iii f'-ii is l tlime tri e mii,- oi d i-l ias kirlr-adN stabiilizedl

IIIte gliil. sliqile will lf- inrairrai~tir',l if thlie griirniils dincillrerases utI pighn of ifiguil ii ,5 ") th(at thrisudlus ruot i itrgi thi'-,iiiliis,fluso

i1 1, l,- tala itill il. 15 ,, --o that thui' alrnsh'-di ill( l.si's sigrrifii alitlIY I liit als'.i lriiiir (1ir) ,1h 0t 4, thvriuY was rii"u
tli fal ful ii', hito Itw s isiii r uhurtitit'rhyitnilaru
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certanin patrameters. (lateral accelerationi (i., helad ing xy change, roll
anigle ', 'hi lelearinig others ýloligi tudns al ac' epration or,. pitch J, -- + Uc ij It = (J+ - J1. 1 MV, - VI l, 2a, b,

an.ýe 6andeleato delecioný Iunrstrcte. W prcee to il tile linear relation (41 I, with iniitial value (J. I'. in) ( 12a) and
show that it is also P ossiblde to check atutomatliclt 'ly comi)pliance ;lp it between(. ( U ) axd luV I _- (_ VI, ) ' givsen by I 42b).
,,ith assumtiptions (i) of' the theory., wfiliih concerns neglect of tile
effect., of the short period niodc'. 'jI'l( fatter would appear as al) We (-ant now calk niate. any niumbter of exps'riilelital points froiii

OvCillatoiil ini pitch. ansi although there is Sonivi evidentce of this thle fight data records, e.g. every 2s, and mark thril in Figure 9.

ýat hlatomu [eft of Figure 8), it is riot significanlt com~hpared with ill comtparisont with thle theoiretical stahility curves. E'ach est uf
is' inirall pitchi eruirsioni. Aniot her way to assess comtpliatnce poinits, corresponds to o0110 flight, startinlg at a dliffererit initial nor-

a s,it -suipiou i iii , if.,i to note thlit it is associated with nIlegiec t tializeil velocity J, =_U 0 Um~i. An exact lit, of the nmeasuremlenit to
,il it isrot at irs sf isrt in if' thle aircraft; tie hat tesr imoplies thfat the the( thiieory woilid correspond to Itie su cressisve test poiit~it, for- thle

a1i gls' of-att ark to or pt tch ai%, 0ns ) required to keep a conlstant aimiv flight, all fyi ng ssn the t heoreti cad cuirve' passing thisrough thle
Islde vlIspe caniinot lie achtieved iinstant aneouisly. I'l10 associated irltii al Po1int J_, Su~iich an exact lit sihould is ot sicre r clue, to Ileis u-

cXCUIii ioi of i lie ai rr raft velocity vector. woul d cauise deviations reielsit errors, al( ti dll' theticot is doevnles to be strati fied to. withIiti

Irsiis a co~iiststit glide slope: although rlide siope ideviations can e'xperimienital accusraciy h2, if tile sdeviatiosn betwseei the tfieoretnical

io vensis t top left of iVigure 71, they are clearly smnall compared curv' passing through J_. ,n ilthte relillailisg ilighst data Podints,

a~t I: thle ittlýtude cloalige. Thuss coisipiaiie swithi assumpiftionl (it n ever s'xseeds, It. 'ihiis call it Is' heciest bY applvilig thle liar shown

call also he clisa hd autoitillticalily. bv put~ting hsosnids oti short ill i'igsire 9., to "Very' flighlt salla piiilit. of Tills G flights coiisiste-

period oscillfatiisns of liht, pitch antgle 0. ssr osn dvihss'tiozis of thes red; alteriatively its shown 'ots F~light F5, lass line ±ssI/s apart friimi

glide Slope95 fronii til lis'iisoi. thte theoretical curve cali he drawn. aiid thtic flight iatsa poinits

I~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~~ ~~lss I:ýIi;,1'ltu fgieAie1-d 1. t ucino ie shold lie ieVtsveen theilet. ' Tie accuracy of mieas iirelterst of ai r-

ako> utoatonofakoherigitcan tsk:fidig wer, pes'd sdepetids on thle locationl all t calibration of thle Pilot tube;

Ill ".,ic~lde sinal isThelitle cri'; iththepheozzellll fsior thle flight test aircraft itself (see §5) the errrr sdoe-, riot exceed)

i: sr' t: . , d'i~i sa oiie by~ tie( flight test enigiineer, rising his hi -t.kt -It shiouild Is bomne in moind thsat the Pilot tuibe muetai-s

'tas' Isig hss sxpscrietice tos illter[)rel t he data. We' have alreadIy rI's airs presl inia crttetfe[ e1(11gss itsid ldths

OiVioe sxmlo i, tlire larger roif angle valuies 6 15 (in cosincidef ouilYI lnist the assumilptioin (i) of avnleice of witid. 'Hie

ril, 1;, tIt of Figure 8). arlls nosconcertn to laiteral-conditioinal sr's'ireo oif it lssngitiidinal winid (11:3) of amrplitulde =,1 , 0  UA.1

es'si " i soic 5carolIsb ttctn aseo neet cause. deviationl hetweenI grounad and airspeed whicithi is giv eti at

1s~ '0' 19 , t I for oulr stiisl of longituidinsad tatiility. We iiol,lv li)eg (
2  

±J -11/1+j( -3819 f4

(wisld dlsts'ruiins' this, ltile ralige ft0 . t,), tiv lilasluritig the glsto t mres t0li winidi, for a light transport y -4.. fThu. th Is trongest

,oe-.ft) as at fiiictiiii of ~llei. ands iiveragiing it over the datta wlis
1
d ltisill 8 kt wvould~ cause it 

1
kt error. ksciii Iis large r thfanl

rlosrs -. Hlos' tart lit the tine is, thenl takenlias thle tinrie t, a the, s',lilsratisiti h, = 10k. It i. iherefors' centsiit; to uiihtract tile

ush a ' isnv f tlit, melsai Slolse is firs't attaines ýt >1 tf >> 1,J i 151 071 itiihel aiispecl'slo obsstainl the( groiinid speed. ['he wisll

Ifl LC ;ilt raf is Allrc'isLy aCCelsratilig ini thle sivV Contditiotn; tire sI-ed' call bss olsaiuiel clliifaring airspeed %ish thile inertial refe-

s'-ullt (' ill slr iive 'pti tso tie glisle' slope he cl11inulg sttiall rstu's t iost iis'ng ani add~itionaiil error h2 IV kt''hu,, tilie total

','!. tI, < l1i1. is'. ircs'ls'atiul s, simall aidssii closse to, error Iin grounidspeed is It = It, + h2 a 50t or at Iaxitautl 5%0.

'Ilissd~v'Itvosss - 11'i Vuduols cluoscus for i' j i<< I, dtetermuine Wo cosilc inisteads take grounsdspeed directl ' fromn the inlertial re-

pIs'l's,!"- iat oinil suis if t his lest ruim: a's cani 1 uks' "teasotiblsel fereiice. fosr ilt error h12 = I kt; however. the groundspeed in the
Is,.s' s' ().t = L'I and( ssf~st 111011 to5 adjustmen'lt ablsenice' atus presenice (If winid is,_ - 84kt; sdiffer lIt Mo10st (39an) bi

(,I ,a , slie is) "In as Ifor Tls siit(,hui& st ed1 to c heck for clstllpiiitce fI ;1 1 + tt 0.
2

( 5 +t _
2 

fl51, lkt -~ /l~, leading to an erro

hf 0i-,,u~ and ii ii) oildiif the 'heirs' fi hI., = 5 , t. I iisci asbefore /1 = 5kt. The flight test data poinlts
allrs all withlina Ikt of' I Is' thIeoretical cuines.

It I iti 1. Iilsabs' to isi(saulps' fligtit test fitita witti the ilatle-
11,11 '5 uls1s itlv ulel's's'vsr's Iss live tlilt' llll' ,'iliig, to for issle

"Iii sir l;tInii) list sdspsenidseit sjsss's. altitiide. srt.) §;5 - THEIl BASIC' AIR1CRI~A.FT FOR FL.IGHT'1 IESE-
1::tit, ", otI igui'' :1 tils' lttls' f I, uisstolmi/s's tos till AR(I-1 (BAFR)

sie'u' 11' 1111 T1i 11 ii 'C l rsi.s T hii h h iv vwliis's i ds '20) 1. sv thie siisle.

iiiitel~slia~ti'ilussfI t ' t latter lists' hirti ist. lsa, siiiti a,, ;irl'r,lf ivisi fssr Litl lirs'sfiing test fligh~ts. Fifil is n5-51 CASA

till' fsrim sht --lim 's'Illsls ( 'I.j andi Thrusst s'sssflissent f, Atns wiing 212 .5 5is'i'at twin tutrboplhrop, fitted withl an1 jisýtjrilnis'ntatilust 5'.V

Issslsisg It '- ', If itw all this slata lv known tI ,5 IIratefy , thn l ste'mt ues'sribe's buslow (05), whlich wve ds'signate BAY1'l (Basic Air-

"Ifas if( ail, ilating, , Ilriiti ('2111, we' may insfs'r it froTiliite flighst ts'st cra ft fssr I'liglst iResearchl), aIrh
1 

is tiis' flying COtlfstlrionlt of LN EX

is's oiust. hi'Inst s'tinai sill ilissfsl in h''ugiirs' : shlsis thfat ths' di- (Natsionai Vliglir 1'est L~afisrutore 't). Mosst Aeronaticllusal researci

ti'iissls' i m1 for ] tlolkiliza~tiol wills vseedf iv; clsss tlo thes steadly rit es''lsstlpelii plrsgrattlri.s' talrt with tirte lette'r ".A" for advati.

is'1 I, tl,' a; t lisit]a's'eIlhossieas t 11111' scise - Mit -1t,, 14, "( s'
1 : `a's start thle de'signatio uot~sf sr rs'search aircraft with "B"

ir ts-is' I , thes Tim tus l tile 'tairt atiit t1 ttss Titme at this ('til of fsir Isusis' Our, miore muodest isplirationl iire Julstifieds liv the fact

Irho, 5' ;Isiss 0i, his e'51 iai~it'it to uisinhg a sli iiitionstaless Timie that tli.flt, ''VII sas sde'vslopsed rising s'qitiililiiTt ssffs'rs'd )* foegns
t1 t rj- -- "1 a( tiI ,it IV . 'lhss dependent %,;'tr ials]s' is 'als ifMllsuhitial r-eslrsih instiltutiosis which ;list) provsidesd technIical

to. ("!"d s'ii 5' 55 li~i, .i ilagi' frlni ifis'grsliisstvsss V' in kt. ts I huig aniis Supesrvission if 1)1 ograiil lit'. H['ie sdssigis of thle flighit

ft 5111 isliiles etsst.] 1/1,, usrsialips's Iss tIhs iisitimltsii in'' t hisl nills'itatiol v n vt'i ltitis isustatlatisiti. inivolvinig 7000
df,,ig ~jsss0d t-,_, .vi/.' hom1tiss , It wssrk, 1000( pigs's sof d(tsilr'lletalitn Ott Stl1 ktiil of

siilsiiig. os'rs' e'tivl'lls tls'fssrlns's iii Poitiigaf. Alsoi tile aircraft is

ft) [iist ded'iicate'd fiilititti tos flight testitig. atnd tiiist be' converted
J.1' + ri n(U ) (i it, sitis' slay tIo this oplerastiontal contfigu~ration. All these constraints

w'' iss'ld tist know the aerissytlalllic alir( proipulslion dlata which maike' tfs'he ; I'll pierhipsi wssrth dsis'srifiing as a cistcept of affor'
gssse intso the titilnimitt ifrag sipeesd (1 2). It is tsufficienit to know sliables flighst test nit craft. 'I'h' iultittate ain~i of a flight test facility
liat H it' rastios J, -- ~ U+ 1,, fronti 01s0 51ahilo ste'ady dive speesh J15, is, 1s) lis' iblses ii' !,,I) intsrsimient atisot package's t ailsred for diihe-

'l. thi,~ iv oitiy isaltisoti'r ill slur iisst lilisar lrisg~it tuinal stability rs'ist atsisli at hiss ill vAri ios typies sif asir('rasft. I'ms examilple, the
s-sI' I I 1w' isv ai this vlairt 'U,~ Mt and5 stnb Vu ' (il 1 (sf tfse ts'lt fulis'ivh~it I de sve'loped'r inlstrumentasttitstio paiskisgs's for applica'

1, !,1 ' 1"' ii' It tfi" p"Imieiiiistii tissi as sfiiv,'s'is ts'-tilg fielim tisitsr ))ives''r 1 s'ufssrisiiiss sover is llighi

4
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sea (typical had weather search and rescue mnission), or ineass - byhvn rgoa"connector paesfrsensors in ec eto

ring loads on at winig (lie to anl external store (typical new store - of the aircraft (nose, tail, centre fuselage, right and left wing), and
exist ing aircraft integration task)I. In order to gain this flexible ca- a "central" connector panel near the data aquisition system. Tfhe
pakillitY, an atppicipriati' first step would be to develop a relatively later system whicl., Jue to weight and volume, must be removable,
'coitiprolielisive' flight test instrultientation system in a dedicated should he easy to connect and disconnect.

aircraft. BYv "comprehensive" we do not mean a larger number ThDa, qitonSse isoudinaiglrckwih
of identical sensors, but rather a wide variety of sensors, say for TeDt qiiinSse shue nasnl ak hc

canl be installed and removed using the load rails in the cabin.
performance, aerodyinamics, control, propubion, structural, navi'- it contains the "central" connector panel, to which are connec-
gatioti arid systemis data. Such a "comprehensive" system gives the dte"ginlcoetrpalseg.hens"cnetr
breath of experience in types of sensors, signals and equipment, tedte"einl onco aes ~.te"oe onco

uponwhih ddictedof at oc"appicaion ca bebse. TIs panel takes signals front the strain bridge mounted on the con-
uponwhih ddicaed f "t hc" apliatins an b bsd. his trol columin which measures pilot stick forces, and from the strain

approach rejects the attitude of starting flight testing on small gauges measuring rudder pedfal forces. The signal from 'regional"
packages, dependent on piecemeal aquisition of further equipment connector panels e.g., the under-deck connector panel (UDCP) iii
or knowledge, in a chicken feed situation. It altos instead at the Figure 12 ace collected at the msain rack connector panel (MRCP),
smallest self- consisten t "quantumt jump", by independent, flight and routed to the appropriate signal conditioning unit (SCU) or
test capability is dependtent, on the availability of wide range of synchro-to-digital conversion unit (SDCU) and digital conditio-
instrumrentation, in the presetnt case offered by N[R. The list of -igui DU;tesgasar us oemdltd(CM

il..avarineer v o sele nsors mandsigemnals onbesies (fewurelatedtothe prior to on-board tape recording or telemetry transmission to the
daircraft cvoflisuratons and tsticnduct. Thesie aifwredata d senor for ground. The main rack also includes the power distribution unit

a~r rat clifgurtin ad tst onduct Te ar dta ensrs or (I)DUI. Tlhe choice of the CASA 212 Aviocar twin-turboprop air-
prt'sstire. terniperature and angle-of-attack and side-slip should be craft as the basic of BAFR 'was dictated by several considerations
iiioiintii ott a long boom (described later) if they are to achieve inclutding: (i) relatively low operatintg costs per flight hour. a de-
a gre'ater Accuracy than aircraft inistrutments. Linear and angular sirable feature for a basic test aircraft; (ii) large cabin volume,
a(c,-4lýrations are mtiasured by a plaitformo utider the floor, near the allowitig easy installation and removal of the main rack, and work
c.g.. which gives results which are independetit from, arid can be around it; (iii) relative insenisivity to external modifications. the
comiipared withi those of thle Inertial N avigatiotn System. Ot her most significant of which is the reirovable air data boom.
laivigatiori data, is extracted front the Doppli'lr radlar. radio al-

titlieter'. 115., etc..., with special provisitiotis to avoid corrupting 'Ule design of the air data booni (Figure 13) is a good example

the original signtal. 'Ihel 1lositions of all conitrol atith lift surfaces are oif the compromise between measurement accuracy and structural

iteasitiredl. as well asi'setitial propulsion Ilsrariletc'rs: strain gauges ridigity, arid the cotnstraints on location and rentovability. The

olHec eniginie mrountings are used to give it-flight measurement of location above the fuselage was decided by exclusion of other pot-

Airliotigl the rkitidtier of sensors is tot large by miodern sibilities: Ii) on the nose, the bourn support structu re would itter-

slarttl,ird,l thfirl variety is such as to represent miost of what will fere with the weather or Doppler radar radiation pattern; (iii) on

be ru'edlet. perhapls in larger ituantities, itt other applications, the fuselage side, interference with the propeller slipstreamn would

TI' ircaftslicatil t r ie IAFf i no ileicttedfultim to be excessive; (iv) on the wing outboard of the propeller disc, misal-

flight t''.ritg; ill hlart the latter oiccuiies only til to 30 flight hours irerititde to wing bending would be excessive. T'he air data

e;r, aMil t. le aircraft is motst ly operateud it, aerial photogra- boom over the fuselage nteeds to be relatively long to avoid exces-

Pitv.car hrest i tes strthi ri rec ieanif trterii iselartot ivt' .terdynrariti c iinterference fronm thle nose; a long boom would

iTh.ults the flight test i list Iu Itierit anion wslsent must initerfere' I c t ,si l i5e~~.~ yattishrrti bi ec.iecirga

u, tia oitssibi' A ilth the opetratiotnal muissionis. ores e~ irnverteid V support onl r le fuselage itose.

kik u Ii ;u Ile hi.~ i coil version btetweeni opleratitotal arid fl ighit tet IIi is sitpport hitss little effect on aircraft aerodynanics or crew

iv ctt tit ,,t stiitl alt tleInue iat ite at.'[tc ot cets f isil~iiity .it is reritoved tcugethu'r with fthre booni. using three

ii;.lte ituf 'itittrdret with operations te'nd to lie at tachit iii points, two tin the sides of the nose arid one on the

allI t,1yTi tt ( : i ii le'avinrg ni cat eq ui pitentt peroiianetit' viu iii thle air- top1)if tie fit sel age. F'lite air boo 001 has pressure arid temperature

it,0 it iftlt
1 

p rovideii for iluiii clihange, but woul if iiterfele Ivit Ope- sensors art il willd vsaiies for angle of attack and sideslip.

r ýtjits;i) itntcersclc. r,'litoicing ititst equiipmlenit to avoid itter-

litcwith opetrationls. bitt wouitld impily týuhiouis re'-installattiojn. §6 - CONCLUSIONS
Ilit. k''v to a contiti tnis" s itntiti Itlu' itt leavinitg piermuanently in-

it11th iii the, Airccraft all mthat tI .s lict inte'rfere with the opera- Thle totalysi s of st ability of ati aircraft lutst be based 18,4 on a

f iioa fritt io s.sh Al1so a voidlinrg tha liirrh,' list of ceitilivable in cluides in at Ii '1t ic moidel (§2). Its venificationt by flight, test (§4) requires

'tt) tiinarl sin sors rt'liring calibrattioni After re-inst allation: what rthe mteassuremrent oif two kinds of parameters: (ii those whose tem-

't I I' Itl' ru'movedf smit t 1i It'larckages As tnt tch at.s possi ble in a pitral (tic spatial) evoluittion is to be comparetd with prediction; (ii)

qi~iiki fultiage colt l'utiratiott. those which should remliaini within certain bounids, to ensure that

I lo.' pw --cdinig c tii sitherat'iris suigge'st t nhiat noust erisors shiotild be effects ottiitti'd ill the theory are indlieed niegligi ble. Bot h process

'cl a ''t ~yiiistlld i h' i c rft o olif ccgh tyca ific- (atn tue rt'ad itlt tutiomatsed andti of rout tc. the highest achievable
lei stft ''tmrt~i- h c'ioclo einstallenteaicat toi avoid leihtiftI y canira a(.(r tracy is limiport ant for (i); t his dfepen ds ort thle quality of thle

f1114 il S1101 it suhaWAY as riot to interfire with Aircraft operations. tiistri timentattori f§,5) at i thle way tests tire coniduicted . The or-

"10 icLi in rstallationt is ptossible for litaniy senstirs,' e.g. gyros, rate clirenct, of atmospheric disturbances idirinug the tests. may effect

g~ tts~tttlrr~lrt~ri't~s cn e pttin iribtiisvcIriatiirs, nd the accuracy, unless these effects are corrected for, which requires
uths arue, mua' ii -rofi ti' rosi ratn of tro in hnbtuive loaifts racns further modififcatiorn otf the theory. This may also be automated,

,vhave t ivnt n tthe postio ofionrl an igi ift sufae leaving one 010cce task: the identification of where the event of in-
haveto f(,carfuly pace toensue nti-nteferncewit lika. terest lies, in the recortded time series. We have given a particular.

gý,i'-s, aituf f~kblikety fight c aas uif j inteirferas wellta aiccraft0e dta gliide slope' criterion, for the specific Case Of longitudinal stability

"P 'n" suts~rs ike he ligt ifta ioori iterere ithaircaftope a (five. In general, for other kinds of flight testes, the automated
aitrituts anid have to lie r,'movshul,; the same applies to the drrum in location tif an "atmospheric event", or art ý'aircraft mariolievet", in

11-1.,of tif tlIt, flisi'lagu. fronti with is ti riealed the cable to the t rai - a idata recuord, call be iiiade by using a idistturbiance intensity iridi-
hing ci ote, delo'rtyedl froii its tail housing. T'he cabling and connec- ao.Tiisteopcowhhweuloratnineswee
!orr, w lif c, inivolvye imiany man5- hotinrs oil isnstallat ion work, should rto 'IIisisteopcowhcwei iiticatntiielwee

l-],filtlt place. atuif Additionrally require a rnitiirmrinn amount of ce-
-ill t11, s''i"tc It, miudt'l IThis is host udone (Figure 11)
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Figure 1 - Aircraft flying on a constant glide slope ,, with weight
W vertically downwards, lift L perpendicular to flight path, drag
D opposite to motion and thrust T at an angle f to it. The airspeed
V coincides with groundspeed U, only in the absence of horizontal

u and vertical w wind.
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F

/

-V

U Urd U÷

Figure 2 Plot of forces F versus airspeed V. The dimensionless
forces are the ratios to weight W, of drag D, thrust T and thrust
plus weight projected along flight path T. In the absence of wind
the airspeed V coincides with groundspeed U, and we indicate the
minimurn drag speed Urd corresponding to the minimum thrust
T,,, for steady dive. Below T < 7,,_ steady dive is not possible,
and above T > T_- there are two steady dive speeds U±; the
lower U- is unstable, in the sense that acceleration is away from
it. and the upper U+ is stable, in the sense that the acceleration

is towards it.
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1.2

1.0 /
/ J_
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t/-ci

0.0 - -
_----

0 5 10 15 20

Figure 3 - Groundspeed U normalized J - UIU,d to minimum
drag speed U1_, plotted versus time t normalized to aerodynamic j
time scale r, for 15 values of initial groundspeed at time i = %
0. The stability curves are given for an aircraft with J+ = 1.2
stable dive speed 20% above minimum drag speed U+ = 1.20U,,d;
since the non-linear longitudinal stability model has only one free
parameter, the unstable steady dive speed is riot independent, viz.

+J' +. ,
2

= 2 implies J- = 0.75.
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w<o
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u<O u>O

0.. .1.. . . , -/ - - • . -

Figure 4 - The simplest model of a windshear is a toroidal vortex, Figure 5 - The longitudinal wind model due to a windshear is
cassing a downiflow iv < 0 through its core, which becomes a radial a plot of wind normalized to groundspeed versus distance nor-
outward wind near the ground; a section through the axis of the malized to, lengthscale. The simplest model is a sinusoid, with
torus, shows two opposite vortices, a downflow w < 0 between, peak headwind equal to peak tailwind, equally spaced from start
and a headwind u > 0 or tailwind u < 0 below, with changeover of headwind, change from head-to-tailwind, and end of tailwind.
at mid point.
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Figure 6 - The perturbation of groundspeed P and airspeed Q,
normalized to mean state groundspeed, are plotted versus X = x/I
disiance x divided by wiiidscale 1, for five values of the aircraft
paranieter ti ranging from a lightplane /A - i, through a heavy jet
transport p - 6, to a high-performance fighter ps - 10.
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Figure 7- The comparison of the non-linear theory of longitudinal
stability with flight test data is based mainly on plots, versus

time, of altitude z (top left) and airspeed V (top right), with
the angle-of-attack a (bottom left) and vertical acceleration a,
(bottom right) testifying to the control activity InedeOhd to maintain
a c'onstant glide slope.
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Figure 8 - 'lo satisfy the asmsumption rods il the, non-linear

theory of longitudinal stability, the lateral acceleration a5 (top
loft), heading • (center left) and roll angle 4• (center right) should

bie small, but the longitudinal acceleration a• (top right), pitch an-
gle 8 (bottom left) and elevator deflection (bottom right) need

not be so restricted.
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Figureg 9 Hthere would be no measurenient errors, and the non,
linear longitudinal stability theory were exactly satisfied, the data
points (for each Flight FlI to F6) would lie on one stability curve.
Thle error bar dlue to measurement errors (5 kt maximum) is larger
than the maximum deviat~ion (4 kt) of data points, w; shown for
F-light F5.
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CaterRf Parameter Codk Range
General 01 test signal TS

0 time base I TBI
Lime base 2 TB2

04 run counter RC 1/99
Air Data OS diferential pressure PD 0/10 kPa89 siresure 50/i05kPa89 calibratio pressure"6/IIA Mb

08 total air temperature TAT -50/+50 "C
Configuration 09 ground/flight switch GFS on/off

10 wing flap position OF 0/45 deg

Control 11 elevator deflection DE -.3.0/+`?0 deo
12 LT aileron deflection DAl -20/+20 deo
13 RH-I aileron deflection DA2 -201+20 dog
14 rudder deflection DR -251+25 deg
15 elevator force FE -4501+450 N
16 aileron force FA -300/+300 N
17 rudder strain A FRI
18 rudder strain B FR2
19 rate of pitch PP -20/+20 deg/s
20 rate of roll RR -60/+60 deals
21 rate of yaw RY -20/+20 del/s
22 acceleration (X-dir) AX -)I+] q
23 acceleration (Y-dir) AY -1/+1 1
24 acceleration (Z-dir) AZ -2.5/+J.5 g

S ang e or attack AA -ý /+H3 dea
ýb angle of side-slip AS S + deg
27 angle of pitch AP -90/+90 deg
28 an le of roll AR -90/+90 deg
29 INS valid sianal INSr on/orr

Propulsion :0 enine speed NIrin
2 ' enfuine speed . N2 F14F1 rpm

32 fuel noweL FFI 0/1050 lb/h
33 fuel flowR FF2 0/1050 lb/ht4 turbine gas Lemperalure T•T 2/8 :ý

t5 turbine gas temperature TUI 8
36 torque pressure L TP 1 0/65 psi
37 torque pressure R TP2 0/65 psI

Auto-Flight 38 autopilot engaged' AE on/off
39 fi oht director rode FDM 1/5

Naviation 40 true heeding HOG 0/360 deg
41 HDG valid sfanal HDGO onloff
42 radio altitude RA 0/2500 flt
43 PA valid slnal RAr on/off
44 Iocalizer deviation LLD -90/+90 deg
-45 LLD valid signal LLDf on/off
'46 lide slope evlatlon GSD -80/+80 deg
47 gSD valid signal GSDf on/off

- vald sianal on/off

Thrust 50 A mount strain (L engine) FAI
51 B mount strain (L engine) FBI
52 C mount strain (L engine) FCI
§3 D mount strain (L enaine) Pl
,4 E mount strain (L enjine) El
55 F mount strain (L engine) FFI
56 G mount strain (L engine) FG1
57 H mount straln (ý enqine) FHI
58 A mount strain (K engine) FA2
59 B mount strain (R engine) FB2
60 C mount strain (R engine) FC2
61 D, mount strain (R engine) FD2
6j P mount strain (P enaine) F;)

mount strain (R engine) F ý
64 G mount strain (P engine) FG2
65 H mount strain (R enaine) FH2

Figure 10 - The list of parameters measured in the IIAFR is not
very numrerous, but includes a relatively wide variety of sensors
and signals,



6-17

sensor locat ion

i dde, SyrtChr

DIH Aimorn, Synchro

Elo~'nto, Sniu

Ccowr, cto, Paelur
Aft C-op

C-,eric to, Par,e]

SAAU

SSAIl 3

No'. C, " Crrcor Pat,0 s (IF. 2)

Figure 11 Div aiigoala trom senor., lot ated il oach part of tlhe
wlrcratt (Tnoseti fo! ~iot a eifloor. right and left wing) are
C~lollecte ill pafilel connlect .0' tc, a C'2ltIa lp tile thle HaulI rack.

seI cn oa cra
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3

notes:
I- pitot tube and static port

2 - two section cilindrical vane
3 - cilindric,3 body
4 - upper emergency exit
5- temperature seensor

6 - connector panel
7 - main support
$ - supports

Figure 13 Another removable item is the air data boom above
the fuselage. with inverted - V support on the nose, containing
pre~ssue and temperature sensors and vanes for angle-of attack

and siideslip.
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Discussion

SESSION I - QUESTIONS & ANSWERS (PAPERS 1, 2, 6)

PAPER 1: P3. HEULRRE PAPER 6: JNBC CAMIPOS

Question: Question:

You sýiid that: Wh'lat exactly did you assume tile pilot h-1- control (oVcr'
- If a flt)\w Is convective un'all~ice. uWO USc al Q,. (gioundspect 3. pitch)

complex L.
- Rcversec for absolutely unstable. Answer:

WAhat about it cotivectively unstable flow wkith absolutely The pilot had control over pitch. and used it to keep on a
intstable p [ockets) constant glide slope. Velocity JTAS or groundspeed) \as

a consequence of this.
Answexr:

Question:
Then ss e hi aVe to LIM: a and k coMIipCX. This is atl thle 1oot
of' thle global mode idea wý i ch is detailed in Chance. You assu ned thatl you started fomi at honii ont al Pight to a
IICIurre & Redekopp (1 9W), Studies in Applied dive. You are in aI transient stage wh~enl you enter the
Maithentat ics inic robursti. dto Nou assumne ftht thle speed is; steady or that

it is still varying?
PAPER 2: J1 STARK

Answxer:
Qllte t iott:

There are two cases:
Mlost of yo r esults. e.g.. thle existenice of thle if the length scale of' aircraft stability is cotpibet

Iectinstruct1ioti Function G. apply to a 'typical' Asictil. thle MiiCtohurISt. \C e perform-n one kinid of itean
'Alliat Is; Pi I syste in ' HOiiW do y'ou deCfine it". H owv do t ak ing thiis into account:ý
ýou KIItw4 that at System is typicAl - thle itlitgraltioti is Simplified if' thle aircraft states

changes ott mnuchI longer sea les thbait tilie in icobursts.

)uest (iiil
A\ 't plka I) stlIn this c'ittek t is oiie s" Itch s"itIs\I its t ie
likensi Lnif~'dfomg Theorini. Vnofil utmiatl ethe is to ilik)cte ncourt o itiiuile tevri

kIlWAII ICI of1 suIIff.ICIet Coniditionis \0li10h \41 Ciesure that itiad hot i/oiitaf Cotmtponient. I Ciould not evaluiate \khtch

,n ic ushis,111 to pi oe~d te ste iflY. ring (he tcCMLItqUes tOw cl-inustg tof (lthe itticoburst . 1s it acceptable to compute
Jk'lix": Ins thet papet iiid evaluating hov% %&Clf they sepawttlel thle elect of thle hlitiotital anid thle vertical

iii. cot iipolietits'

is 1 t, ~ tot linW1I, o\NsCI. It, s ins' that CIJ s'isteins thict Aiisvker:
to i~pt~Ilte vey t,1tc. fIt pitktiuL!r slee Rlefence G;3

id01 pipe') it hu fic ksk .1 sset at t atdoiti thle -Fhe titoeffectsC cii he separaed. because thle equations ciii

lwmh I, ha it fadfs to satisf5 thle Taketis Theotetoin be litteari/ed woith regalrd ito [the \kind (it witudspeed rý1/3
Vutt-fill Ic ohiliol at 'tIihI tie)tobfi .1loll, of iiiv aircraft s Ipeed. then ýqoUieC Of VId'ýPC~ io edIs neIg~l1igil

!C 4e,~ iith le Theoteit. cititipatedI to sqitate1 0tt MCIAft speed). Otie ca11 distitiguish
thle effects of liCAi /tai1k trid 1'1in1 d0\A.oflo%\. ( )zie Cart fitnd

Inhi ~'ilhu tIxus 1st s\ sot Pt isef it .i gi%(eti s\ tem fltiled 11i equIIivalece:C tile dttA iflt0% f&itCh PtodLtees Ill'' sJllte
1"h I% pI'cal". 'A.n teit, t vi tills it isý usually duie to spCcial1 effect as a1 tailt itid.

M ýJ Ilk" 0ii. itia, 'li eu Ia.ble 'to take dectOIitt 'if



7-I

STABILITY OF VISCOELASTIC FLOW
PHYSICAL AND NUMERICAL CONSIDERATIONS

by

M.J. Crcchct and Ch. Bodart
MWcanique Appliqu~e

Universite Catholique de Louvain
Place du Levant 2

B 1348 Louvain la Neuve
Belgium

Summary 0 Motivation

"* Viscoelastic flow

"* Numerical difficulties:
the high Weissenberg number problem

"* Efficient algorithms for smooth problems

"* Efficient algorithms for singular problems

"* Experimental evidence of instability

"* Numerical procedure for verifying stability

"o Numerical results

"O Conclusions and outstanding problems

The notion of Weissenberg or Deborah number

Natural time of the fluid : X

Characteristic time of the flow T - L/U

We or De - X/r, Re- p U L /1i

We Viscoelastic Change of
flow tgpe

Stokes flow Laminar NS Turbulent flow

j _Re
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Ulscoelastlc effects

Rod climbing, extrudate swelling, drag reduction, generc*.:,.- of
vortices, spurt, sharkskin and melt fracture, draw resonance...

Constltuthie equations for uiscoelastic fluids

6eneral functional form: a - -p I + T; T = T ( Ct(t-s) ; s>O0

Differential form: T - : Ti ; gi Ti + XTi - 2 iv d

Integral form: T- f in(s) h(ll, 12) Ctl (t-s) ds

In addition: incompressibility, V.v - 0

linear momentum, -Vp + VT + I - pa.

6P
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Example : plane flow of a Maxwell fluid with one relaxation time
set; implicit, non-linear partial differential equations

Txx + X(Txx,t + Txx,xu + Txx,yv - 2Txxu,x - 2Txyu,y) = 2ru,x

Tyy + X(Tyy,t + Tyy,xu + Tyy,yv - 2Txyv,x - 2Tyyv,y) = 21lv,y

"Txy + X(Txy,t + Txy,yu + Txy,yv - Txxv,x - Tyyu,y) =n(u,y + v,xA

-p'x + Txx'x + Tyxy + fx p(u,t + u,xu + u,yv)

-p,y + Txy,x + Tyy,y + fy= p(v,t + v,xu + v,yv)

ux + v,y = 0

The high Welssenberg number problem

Early developments: late 70's with finite differences
finite elements

Typical problems: =*flow of a Maxwell fluid
through a four to one contraction

=*extrudate swelling of a IMaxwell fluid

Difficulties: 0 lack of convergence beyond We- I
0 lack of convergence with mesh refinements
* limit points

Proposed reasons: 0 true limit points, wrong fluid, numerical noise

True reason: 0 numerical errors generate ill-posed problems

Cure: 0 appropriatc. mixed f.e. representation (T, v, p)
or other methods

* correct treatment of hyperbolic problem
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Efficient algorithms for viscoelastic flow calculatiOns

Mixed finite elements 4x4 sub-el, streamline upwind (SU)

4x4 sub-el, streamline upwind
Petrov-Galerkin (SUPG)

EVSS SU
EVSS SUPG

EEME (explicitely elliptic momentum equations)

Spectral methods

Efficiency: 0 smooth problems
* problems with singularities

Note on SU: 0 extremely stable at high We

* at best of order h !

Smooth test problems

Wavy tube Sphere in tube Journal bearing

fRe = 2n SP R4/LiiQ K = D/6ml V R

I 
I ,



v=Ot

R t v=Vet

2R,

IV= V ex

i T=O

Geomettly of the problem and boundary conditions.

U I

ar v a Jww o ~ k w f f s w 4 f r s v f ~ e F W
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to SU4x4 with the meshes of Fig.2; the dotted line to Mesh HI with SUPG4x4; the symbols

to the Richardson extrapolation.

14 b

70

12 M SUPS
60 60 SUPS

i 6010 Ho
SO .U

Tn 40 Tzz

30
4

20
2

10

0
0

1.2 1.4 1.6 1.8 2 -5 . •3. 1 3 S 3 7 9 11 13 15
f 3

"Eatn-Stuss corly.m T1,. I. ft equalorial plane (a) mW alooS the aLis

sy sv- ty (b) oiobned with die 5U4.4 .wthod fm mhes, III; g D; ie em s idicm

SUP0424 m1mdi with Mes In.

ii



7-8

Problems with singularities

Examples: 4 abrupt contractions, corners
* stick-slip flows
*1 extrudate swelling

Essential difficulty:

* the nature of the singularity is not known
*1 stresses might be non-integrable

Present approaches:

* modify the fluid near the singularity
*1 modify the constitutive equations (MUCM)
4 use a "robust" numerical method

(which may also locally modify the fluid)

Example of problem with singularity:

Boger fluid through a four-to-one contraction

Vortex size: X = Lv/ D, Weissenberg number: We X y '

fully Developed Secofidoty Flow

Upeleom Flow Votlea

Fullo Developed
DUwnstreem owVot

peVOCIOR Dtleclmenel-

0 o

Geometry of the flow through an abrupt curtul contractan

S!



-1.6 Contraction Ratio
* 7.67

A 4.08

S12.3 0

1.2 e14.6

0.8 VVV

*A Y

0.4 U

1.12 1.44 1.76 2.08 We

Dimensionless vortex length X as a function of We for fluid El.

Other approach:
White-Metzner fluid for the numerical simulation

We s.425 2.15 2.202 2.207 2.209
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The Oldroyd-B and the White-Metzner fluid
show a "saturation" of the viscoelastic effects at high values of We:

the vortex stops growing
(note: independent of corner and numerical method)

We .425 2.15 2.202 2.207 2.209

Outstanding question

We obtain steady state solutions. fire we on stable branches ?

Eiperimental euidence: * measured and calculated drag
for Boger fluid (en tensional uiscosityj ?)

o melt fracture (experiments by Piau)

* periodic flow through 4:1 contraction

* LDU observations byJ Lawler et al.
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LASER DOPPLER VELOCIMETRY MEASUREMENTS OF VELOCITY
FIELDS AND TRANSITIONS IN VISCOELASTIC FLUIDS

J.V. LAWLER, S.J. MULLER, R.A. BROWN and R.C. ARMSTRONG

De, 7rtment of Chemical Engineering, Massachusetts Institute of Technology.
Cambridge, MA 02139 (US, A.)

(Received October 9. 1985)

Obseruatlons by Lawler, Muller, Brown and Armstrong

Time dependence of azimuthal uelocity at one point near contraction
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0. . * 1l

De -Oit! 0Oe~z , 0 060
*.0.026 1W.0.44 0. 3

I0.3. 0L3
.I

J-<. 0.1-0.1 -

o -0.3

--0. .-. 0 I6. 20 30 40 50
10 0 0 10 Z0 30 40 so ,
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Numerical procedure

"@ Fully coupled problem: constitutive equations
momentum equations
incompressibility

"@ Fully implicit time marching scheme

"o Automatic calculation of time step
based on predictor-corrector estimate

o Swirling flow included in axisymmetric description

*Test of accuracy: time-dependent Poiseuille flow of MaHwell fluid;

comparison with analytical results

Time-dependent Polseuille flow at Be - 1

Geometry Rxial uelocity Time step vs. time

le eamm. sw-•a - me - • - S. - . U I 05mm - 5. mm -Pa a- z.• -n,.9-, e

IAxis of rywwwyu

Piusm d mrsei
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Plane flow through a four to one contraction

T and v impose-d

Axis of symmetry

U
z

Vanishing " 
iWI-

Vanishing forces

Non vanishing pressure z
0

Vanishing 'ý -) Natural forces

Non vanishing pressure

8 -

Naatural forres

Non vanishing pressure 
Natural forces

L PrePssure
+ -+++ -- difference Prsscure immulse of 10 %

+++ ++

Time

Plane flow through a four to one contraction

Galerkln method, Be - 2

Mesh Axial velocity Time step

| I I II II I. ..I. . . . . . . ..I I I I r I i . . . . . ' . ..
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Plane flow through a four to one contraction

Galerkin method, De 3

Mesh Axial velocity Time step

* 9

S i'

Plane flow through a four to one contraction

Streamline-upwind method, De - 3

Mesh Axial velocity Time step

"fE- * - 9c*-9 * 4- - 94-" - - -

*5'9

* ;0 5
ft o S 5 5

'U*
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0 Previous results based on Galerkin method

0 Not optimal for solving hyperbolic problems

0 Are we calculating numerical errors ?

0 Simple test: the tensor To = T + )L/-i I must be positive definite

o Results at De = 4 :lack of positive-definiteness

2 -0 aCm

3 -0~ 400

5 0 -0 .

wpi j .. ...-

Summarg of numerical results

Numerical tests for the flow through an abrupt contraction

Deborah number 1.0 2.0 3.0 4.0 5,0

Gaierkin MESH I Stab Stab Stab
T"<0 T&<0 T~z <0

Galerkin MESH B Stab Stab ± Unst Unst
T___ > 0 TA < 0 T-<0 < _0

Galerkin MESH M' Stab Unit
TA U< 0 T. a< 0

"SU MESH I Stab
TAA >0

9j MESH U Stab Stab Stab Stab Stab

T,,_ > 0 T_ _.. 0
_su MESH In Stab Stab

j IFor a smooth contraction: all numerical results are stable
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AHisymmetric contraction with swirling capability

Loss of stability at De - 7. No swirling component.

Mesh Axial velocity Time step

a -I -Im t, .1 - OWN -I BM - I U a _. -I -. M -a W

Cocusosi

U !#

- U

,-a ,a

Conclusions

"o The numerical simulation of viscoelastic flow is well understood

"* Converged results are available with various techniques for smooth
problems

"* Problems with singularities are much more difficult: the nature of
the singularity is unknown ( non-integrable forces ?)

"* Stability problems are essential. However, are we observing a

numerical Instability due to numerical error or to physical causes ?

"* Same Is true for the calculation of elgenvalues

"* Outstanding problems for futu, e years
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values are the eigenvalues themselves. The Kernel can be expanded in a

ABSTRACT uniformly and absolutely convergent series of the eigenfunctions and

We expand the velocity field in the vicinity of the wall in empirical the turbulent kinetic energy is the sum of the eigenvalues.

eigenfunctions obtained from experiment. Truncating our system, and The most significant point of the decomposition is perhaps the
using Galerkin projection, we obtain a closed set of non-linear ordinary fact that the convergence of the representation is optimally fast since
differential equations with ten degrees of freedom. We find a rich the coefficients of the expansion have been maximized in a mean square
dynamical behavior, including in particular a heteroclinic attracting sense. Berkooz et at. (1990) have shown that the n terms of this
orbit giving rise to intermittency. The intermittent jump from one decomposition contain at least as much energy as n terms of any other
attracting point to the other resembles in many respects the bursts decomposition.
observed in experiments. Specifically, the time between jumps, and th,
duration of the jumps, is approximately that observed in a burst; the Application of the Proioer Orthogonal Decomposition to the Shear

jump begins with the formation of a narrowed and intensified updraft, Flow of the Wall Region

like the ejection phase of a burst, and is followed by a gentle, diffuse The flow of interest here is three dimensional, approximately
downdraft, like the sweep phase of a burst. The magnitude of the homogeneous in the streamwise direction (xi) and spanwise direction
Reynolds stress spike produced during a burst is limited by our homogeneouinate stamioa iretion (t) andospgne di on
truncation. The behavior is quite robust, much of it being due to the (x3 ), approximately stationary in time (t), inhomogeneous and of

symmetries present (Aubry's group has examined dimensions up to 128 integrable energy in the normal direction (x2). In the homogeneous

with persistence of the global behavior). We have examined directions the spectrum of the eigenvalues becomes continuouý, and the

eigenvalues and coefficients obtained from experiment, and from exact eigenfunctions become Fourier modes, so that the proper orhogonal

simulation, which differ in magnitude. Similar behavior is obtained in decomposition reduces to the harmonic orthogonal decomposition in

both cases; in the latter case, the heteroclinic orbits connect limit cycles those directions. See Lumley (1967, 1970. 1981) for more details.

instead of fixed points, corresponding to cross-stream waving of the We want a three dimensional decomposition which can be

streamwise rolls. The bifurcation diagram remains structurally similar, substituted in the Navier-Stokes equations in order to recover the phase

but somewhat distorted. The role of the pressure term is made clear - it information carried by the coefficients. We measure the two velocities
triggers the intermittent jumps, which otherwise would occur at longer at the same time and determine <ui(xt x2 x3 t) uj(x'l.x' 2 ,x'3•t)> = Rij.
and longer intervals, as the system trajectory is attracted closer and
closer to the heteroclinic cycle. The pressure term results in the jumps From Riwe will determine the eigenfunctions. Since the flow is
occurring at essentially random times, and the magnitude of the signal quasistationary. R does not depend on time, nor do the cigenvalues and

determines the average timing. Stretching of the wall region shows eigenfunctions. The information in time is carried by the coefficients

that the model is consistent with observations of polymer drag a(n) which are still "stochastic", but now evolve under the constraint of

reduction. Change of the third order coefficients, corresponding to the equations of motion. We also change the Fourier integral into a

acceleration or deceleration of the mean flow, changes the heteroclinic Fourier series, assuming that the flow is periodic in the xI and x3
cycles from attracting to rcpelling, increasing or decreasing the directions. The periods L1, L3 are determined by the first non-zero
stability, in agreement with observations. The existence of fixed points wave numbers chosen. Finally, each component of the velocity field

is an artifact introduced by the projection; however, a decoupled model can he expanded as the triple sum
still displays the rich dynamics. Numerous assumptions made in
Aubry et al. (1988) can now be proved exactly. Feeding back (I) ui(x3,x2,x 3 ,t) =

eigenfunctions with the proper phase can delay the bursting, (the
heteroclinic jump to the other fixed point), decreasing the drag. It is I e

2 r(klxl + k3x3)a(n) (t)'(n

also possible to speed up the kulsting, increasing mixing to control L k k~k3  t(klk3)
separation. Our approach is optimal for short time tracking in control.

THE PROPER ORTHOGONAL DECOMPOSITION where

Lumley (1967) proposed a method of identification of coherent (2) frij(x2, X'2)0)(n)(x'2)dx'2 = X(n)0i(n)(x2),
structures in a random turbulent flow. This uses what Leave (1955)
called the Proper Orthogonal Decomposition, and which is often called and we have to solve equation (2) for each pair of wave numbers
the KarhunenL-to~ve expansion. An advantage of the method is its (kl-k3 )- Oij now denotes the Fourier transform of Rij in the x1, x3
ouj,•tivi!, and lack of bias. Given a realization of an inhomogencous, directions.
energy integrable velocity field, it consists of projecting the random
field on a candidate structure, and .Jclcvtirg the structure which EXPERIMENTAL RESULTS

maximizes the projection in quadratic mean. The calculus of ..ariaions ThV candidate flow we are investigating is the wall region (which
reduces this problem to a Fredholm integral equation of the first kind
whose symmetric kernel is the autocorrelation matrix. The properties reaches x2 + =40; sr'" is ue distance from the wall normalized by

of this integral equation are given by Hilhert Schmidt theory. There is kinematic viscosity and friction velocity) of a pipe flow with almost

a denumerable set of eigenfunctions (structures). The eigcnfunctions pure glycerine (98%) as the working fluid Herzog (1986). From this

form a complete orthogonal set, which means that the random field can data the autocotrelation tensor Rij was obtained and the spatial

be reconslructed. The coafiw,,iit;sýii., -u.t,[Lu k• dIt d [eir I ii;•.,;[ r*•"rr,1"-nvis were uxnisried by numenesl voutiton of the eigenvalue
problem. The results show that approximately 60% of the total kinetic

Prepared for presentation at NATO/AGARD Workshop on Stability energy is contained in the first cigenmode (figure 1) and that the first
three eigenmodes capture essentially the entire flow field ax; far as these

in Aerospace Systefnr: Toulouse, France 23-26 June 1992. Supported statsticsareconcere.
in part by: the U. S. Air Force Office of Scientific Research, The U. S.
Office of Naval Research (Mechanics Branch and Physical THE DYNAMICAL EQUATIONS
Oceanography Program), The U. S. National Science Foundation(programs in Applied Mathematics. Fluid Mechanics, Meteorology and We decompose the velocity--or the pressure--into the mean
Mechanics. Structures & Materials) and thMe NASA Langley Re.rarch (defined using a spatial average) and fluctuation in the usual way. We

substitute this decomposition into the Navier-Stokes equations. Taking
Center. the spatial average of these equations we obtain, in the tuasi stationary
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case, an approximate relation between the divcrgence of the Reynolds (n)
stress and the mean pressure and velocity. (4) dakl k3 Idt = L + (v + rlvT)L' + Q + a 2 Q' + C

(3) <uijuj> - Ilp Pi + v UjjSi where L and L' represent the linear terms, Q the direct quadratic terms,

(where uij indicates the derivative with respect to xj of ui, and Q' the quadratic pseudo-pressure term and C the cubic terms arising

similarly for the other terms; repeated indices are summed). Equation from the Reynolds stress.

(4) may be solved to give the mean velocity in terms of the Reynolds IMPLICATIONS FOR THE FLOW IN THE WALL
stress in . j.=rllr! flow. This reduces the slope of the mean velocity REGION
as the structures become stronger, stabilizing the system. (This Numerical integrations of 3, 4. 5 and 6 mode models have been
depends on the sign of the Reynolds stress, which is certainly positive carried out, but we shall only report in detail on the 6 mode (5 active
for the first structure, though not necessarily for the higher modes), mode) simulations here. Note that the (0, 0) mode is uncoupled and

After taking the Fourier transform of the Navier Stokes equations inactive.
and introducing the truncated expansion, we apply Galerkin projection There is a rich dynamical behavior, but we focus here on the
by multiplying the equations by each successive eigenfuncton in turn, behavior for 1.37 < a < 1.61. when a family of globally attracting
and integrating over the domain, double homoclinic cycles G exists, connecting pairs of saddle points

which are it out of phase with respect to their second (x24y2)

5-10 components. The system spirals away from one saddle (the laminar
phase) until it is far enough to leap to the other, and then repeats the
process, to return to the first. The existence of the cycles G implies

4 that, after a relatively brief and possibly chaotic transient, almost all
It isolutions enter a tubular neighborhood of G and thereafter follew it

3 more and more closely. As they approach G, the duration of the
"laminar" phase of behavior increases while the bursts remain short.
In an ideal, unperturbed system, the laminar duration would grow

2 without bound, but small numerical perturbations, such as truncation
errors, prevent this occurring in our numerical simulations. More

I ssignificantly, the pressure perturbation will limit the growth of the
1 Ilaminar periods. Thus there is an effective maximum duration of

events, which is reduced as a is decreased from the critical value ab(o • 1.61.

o.o0o o.0o4 0.008 0.012 0.o16
Spanws.w.v.-ribu k, In Figure 2 we show the time histories of the modal coefficients

for a = 1.45. A description of the motion of the eddies during a burst
Figure 1. Convergence of the proper orthogonal decomposition in the is given in Figure 3 for a = 1.4 by plotting u2 and u3 at 14 different
near-wall region (x2+ = 40) of a pipe flow according to experimental times daring one of the transitions shown in figure 2. Before and after
data. Turbulent kinetic energy in the first three eigenmodes. X(n) (n - the event, two pairs of streamwise vortices are present in the periodic
1, 2, 3) function of the spanwise wavenumber (from Herzog, 1986). box. However. pictures I and 14 are shifted in the spanwise direction

by 7t. Moreover it is possible to adjust the value of the Hcisenburg
By use of the continuity equation and the boundary conditions parameter (a - 1.5) so that the bursting period is 100 wall units as

(vanishing of the normal component at the walh, and at infinity) it can experimentally observed (Kline el al., 1967). It is found that, in this
be seen by integration by parts that the pressure term would disappear if case, the "burst" lasts 10 wall units which is also the right order of
the domain of integration covered the entire flow volume. Since this magnitude. During one of these events there is a sudden increase in
is not the case (rather the domain is limited to XI' = 40, where X1" Reynolds stress, though smaller than observed. An event consists of a

sudden intensificat~on and sharpening of the updraft between eddies (5,6
indicates the value of x•"' at the upper edge of the integration domain), 7, fig.3), followed by a drawing apart of the eddies, and the

there remains the value of the pressure term at X9', which represents an establishment of a gentle downdraft between them (9. 10 & 1I. fig. 3):
external perturbation coming from the outer flow. these are similar respectively to the ejection and sweep events that are

ENERGY TRANSFER MODEL. observed.

The exact form of the equations obtained from the decomposition. PHYSICAL INTERPRETATION
truncated at some cut-off point (klc k3c nc), does not account for the Keith Moffatt points out that non-trivial solutions to the Navier
energy transfer between the resolved (included) modes and the unresolved Stokes equations, having no streamwise variation and driven by a
smaller scales. The influence of the missing scales will be strcamwise (mean) velocity dependent only upon distance from the wall,
parameterized by a simple generalization of the Heisenberg spectral should ultimately decay. This is easily seen from a simplified model
model in homogeneous turbulence. Such a model is fairly crude, but with a single cross-stream Fourier mode for each velocity component
we feel that its details will have little influence on the behavior of the and a fixed linear mean velocity profile. The streamwise velocity
energy-containing scales, just as the details of a sub-grid scale model component (ul) is fed from the mean velocity gradient by the
have relatively little influence oii the behavior of the resolved scales in component normal to the wall (u2). However, neither u2 nor u3 has a
a large eddy simulation. This is a sort of St. Venant's principle, source of energy, Both u2 and u3 decay exponentially from their initial
admittedly unproved here, but amply demonstrated experimentally by values, with ul at first rising, but ultimately decaying exponentially
the universal nature of the energy containing scales in turbulence in also. The ratio of the Reynolds stress to the energy at first rises, but
diverse media having different fine structures and dissipation ultimately decays to zero algebraically.
mechanisms (see Lumley (1972) for a fuller discussion). The only
important parameter is the amount of energy absorbed. In our ten-dimensional model, however, the ratio of Reynolds

stress to energy does not decay, but is bounded away from zero. as is
We will refer to ait as a Heisenberg parameter. We will adjust at easily proved (Berkooz ef al., 1990), providing the energy source which

upward and downward to simulate greater and smaller energy loss to the makes the non-trivial fixed points and heteroclinic cycles possible.
unresolved modes, corresponding to the presence of a greater or smaller Berkooz has also shown (op cit) that, since the contributions of some
iitensity of smaller scale turbulence in the neighborhood of the wall. of the higher modes to the Reynolds stress are of opposite sign to that
This might correspornd. for example, to the environment just before or of the first mode, the Reynolds stress for higher-order approximations
just ',f.:-r a hur",ing event, which produces a large burst of small scale will not be bounded away from zero. Thus we expect an "accurate"
turbulence, which is then diffused to the outer pan of the layer, model lacking streamwise variations, but including many spanwise

A term representing the energy flicwti.non ifi.o . mnreqnlved field ,vte5s •n.1 several cigenfunctions. i •xhibit the app.rpriate deady
duc to the rcsolvw ,tield appears in the equation for the resolved field, pupwaL"es, t;,e utrviai solution u = 0 being a stable tixcd point.
and can be combined with the pressure term, We assume that the The proximal cause for the non.zero Reynolds stre,'/encrgy ratio
deviation (on the resolved scale) in the kinetic energy of the unresolved when only the first cigenfunction is included, therefore, is the fact that
scales is proportional to the rate of loss of energy by the resolved scales the vector eigenfunctions have sealar coefficients. Henceteutandu2
to the unresolved scales. This term gives some quadratic feed-back, components in each mode are held in a non-evolving ratio. The eddies
For generality we call this parameter a2 , although in all work which occur in the real boundary layer, of course, have streamwise
presented in this paper, we have set al - a2. variation, and temporal variation. They each go through a life cycle,

Thus the Heisenberg model introduces two parameters in the growing to a maximum and decaying. Only in a statistical sense is the
system of equations, one, a I, in the linear term, the other one, a 2, in ensemble stationary. The stationary behavior of the model reflects the
the quadratic term. The equations therefore have the following form: stationary behavior of the ensemble, rather than the non-stationary

behavior of the members. The Reynolds stress of the model (relative to
the energy) is endowed by the empirical eigenfunctions with the value

a
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measured in the real boundary layer. In this way the cross-stream Figure 3. Intermittent solution (corruspo-..ing to an Heisenberg
velocity components can extract energy from the mean flow. Hence, parameter a = 1.4) during a burst, times equally speced from the
the empirical eigenfunctions are, in a sense, a closure approximation bottom. Each snapshoi is a cross section of the flow (normal to the
that embodies the effects of streamnwise structure and unsteadiness in the streamwise firection) from the wall (bottom) to x2+ 40 (top), of
value of the Reynolds stress represented by the relative sizes of their width Dx3+ = 333.
components. In this sense the model only appears to belong to the
subspace of fields without streamwise variation.

In the present context, the vital question is whether the complex
and apparently physically significant dynamical behavior of the ten-
dimensional model is an artifact of the projection, like the fixed points. .I L A
Happily we can give strong assurance that this is not so. We have
constructed a decoupled model (Berkooz et al., 1990) in which the
sreamwise component and those normal to the streamwise direction
have separate coefficients. Solutions of this model decay properly, as
described in the first paragraph (figure 4). The Reynolds stress (relative
to the energy) decays to zero. The "fixed points" now drift slowly
toward the origin. They are still connected by "ghosts" uf heteroclinic
cycles, so that the same bursting phenomenon occurs, but the bursts aRb
now modulated by the slow decay. The bursts only occur while the
cross-stream components are non-zero. There is a relatively long period
after the cross-stream components have decayed during which only the
strearmwise component remains, no bursting nccurs, and the streamwise
component decays slowly to zero. We feel that this is probably the
explanation for the common observation that the sublayer consists
primarily of "streaks" - the streamwise remnants of eddies whose cross- RA (C,)
stream components have decayed. The fraction of time during which
there is cross stream activity (u2, u3 and bursting) is relatively short,
and most of the time the scene would be dominated by the streak left
behind.
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Figure 2. Time histories of the real (xt) and imaginary (yi) parts of the
coefficients for a value of the Heisenberg parameter of ct = 1.45.

(b)
141 AQ;;o` IZý I-Al~most

13f7TT T~Y J1 2/4 mode. Figure 4. (a) Evolution of modal components for the uncoupled model:<9Q 1 hifted bj are the streamwise and cj the cross stream components respectively.

12 by Pr 12K, (b) Evolution of the energy for the uncoupled model.

I t - Holmes et al. (1990) have investigated in some depth the subspace
of no streamwise variation. If we let P( ) be a projection operator,

to which is equivalent to a sozeaniwise average, we can split the field into
SH@.- " l resolved modes r E R and unresolved modes s e S, so that a = r + s,

. -"and P(s) = 0, P(u) = r, then Berkooz (Berkooz et al. 1990) has shown
_ ..1 the correspondence P(SOLUTION OF NS ) to the SOLUTION P(NS).

That is, if we streamwise average the Navier Stokes equations, how
does the solution of the averaged equations correspond to the streaanwise

7_ S_ I average of the solution of the full equations. He has shown in addition:
that the Leonard stresses (the cross stresses between the resolved and
unresolved modes) vanish on the average; that the perturbation

6 ]Reynolds stresses can only transfer energy from R to S; and that theenergy loss from R to S can be represented by an eddy viscosity. Many

* 1 of these were assumed in Aubry et al. (1988).

We have truncat~d in our ten-dimensional system the mechanism
4 [I •that represents the production of higher wavenumber energy when an

intense updraft is forned, presumably as a result of a secondary
$ L instability. Thus, although our eddies are capable of exhibiting the
A0 L Xbasic bursting and ejection process, the labor is in vain. A contribution

2 ~~~is made oltohelow wavenumber pan of the streamwisc fluctuating
velocity and the Reynolds stress. Recently however, Aubry & Sanghi

1ln o t •I I:I ,,-- liost (1989) have extended the model to include I. 2 and 3

2/4 mode

a
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Figure 5. Similar to figure 2, but with the pressure term operative. Figure 6. Bifurcation diagrams for models with varying numbers of

Note that the inter-burst period is randomized, and on average, cross-stream modes (from Stone, 1989). Note in the six-mode model
stabilized, that modes 3 and 5 have been suppressed for clarity. Note the

similarity of the basic structure.

streamwise Fourier components, going up to studies of 38 complex (78 In her thesis, Stone (Stone & Holmes, 1990) investigated models
real) differential equations (very recently extended to 128 real). Addition with various numbers of cross-stream modes: 3, 4, 5 and 6. She found
of the streamwise components does not change the basic behavior of the that the bifurcation diagrams had a backbone common to all of these
system. For the most part the streamwise components are relatively systems, and were all structurally similar. In particular, the
quiescent; following a burst, however, they are excited, contributing to intermittent behavior was common to all. This is illustrated in figure

the Reynolds stress. 6.

Initially we did not exercise the pressure term, which appeared due In addition, Stone (Stone & Holmes, 1990) found that a small
to the finite domain of integration. The order of magnitude that we change in the value of the coefficients of the third order terms could
estimated for this term was small, and for that reason we at first change the heteroclinic cycles from ateacting to repelling. This is
neglected it. It has, however, an important effect, while not changing illustrated in Figure 7 (lower), where one can ;ee tha! the system beoins
the qualitative nature of the solution, on a traveling wave, but is gradually attracted to the heteroclinic cycle.

In Figure 7 (upper) we see the opposite - the system starts on the
The term has the form of a random function of time, with a small heteroclinic cycle, but is repelled by it, and ends on a traveling wave.

amplitude. This slightly perturbs the solution trajectory constantly; (We show only the values of the first two transverse Fourier modes -
away from the fixed points this has little effect, but when the solution the others are quiescent). This would be a dynamical systems
trajectory is very close to these points, the perturbation has the effect of curiosity, if we could not relate it to the physics. However, if we
throwing the solution away from the fixed point, so that it need not consider the casz atU1 = kUI (an exponential increase or decrease of the
wait long to spiral outward. This results in a thorough randomization mean velocity) we find that this results in a change in the real part of
of the transition time from one solution to the other, while having the cubic terms for kI = 0. When k changes sign the addition to the
little effect on the structure of the solution during a burst. While in the real part of the cubic term changes sign. This phenomenon is related to
absence of the pressure term (ar,d round-off error), the interburst time the destabilizatioi, and stabilization known to be induced by deceleration
tends to lengthen as the solution trajectory is attracted closer and closer and acceleration of the flow (as by an adverse or favorable pressure
to the heteroclinic cycle, with the pressure term, the mean time gradient). Although we have discussed here the effect of temporal
stabilizes. acceleration and deceleration, the same qualitative effect is obtained from

One of the important findings of this work is the suggestion of a spatial acceleration and deceleration. Making the heteroclinic cycle
the etiology of the bursting phenomenon. That is. presuming that the more attractive would increase the time between bursts, stabilizing the
abrupt transitions from one fixed point to the other can be identified flow, and vice versa.
with a burst, these bursts appear to be produced autonomously by the Stone (Stone & Holmes, 1990) also predicted and measured
wall region, but to be triggered by pressure signals from the outer layer. histograms of the bursting period (Figure 8a). These look reasonably
Whether the bursting period scales with inner or outer variables has similar to measurements of the same by Kline et al. (1967), (Figurf
been a controversy in the turbulence literature for a number of years. 8b).
The matter has been obscured by the fact that the experimental evidence
has been measured in boundary layers with fairly low Reynolds Bloch and Marsden (1989) have shown that it is possible to
numbers lying in a narrow range, so that it is not really possible to stabilize this system by feedback, in the absence of noise. That is, if
distinguish between the two types of scaling. The turbulent polymer an eigenfunction is fed back with the proper phase, the system can be
drag reduction literature is particularly instructive, however, since the held in the vicinity of a fixed point for all time. In the presence of
sizes of the large eddies, and the bursting period, all change scale with noise, however, (such as the pressure perturbation from the outer layer)
the introduction of the polymer (Kubo & Lumley,1980; Lumley & the system cannot be stabilized completely; however, it can be held in a
Kubo, 1984). The present work indicates clearly that the wall region is neighborhood of the fixed point for a longer time. When the system
capable of producing bursts autonomously, but the timing is determined finally wanders so far from the fixed point as to make it uneconomical
by trigger signals from the outer layer. This suggests that events to recapture it. it is allowed to leave. The same procedure is carried out
during a burst should scale unambiguously with wall variables. Time at the other fixed point. The effect is to increase the mean time
between bursts will have a more complex scaling, since it is dependent between bursts, and hence to reduce the drag. Of course, the system can
on the first occurrence of a large enough pressure signal long enough be made to work the other way, also, kicking the system away from the
after a previous burst; "long enough" is determined by wall variables, fixed point whenever it comes too close, resulting in a decrease in the
but the pressure signal should scale with outer variables, mean time between bursts, and an increase in drag. This would be

useful in avoiding separation or improving mixing, for instance. InFURTHER CONSEQUENCES recent work. Berkooz (1990) introduced the notion of short term

We are, of course, concerned about the robustness of our findings. tracking time, which measures the time over which a dynamical system
We have tried eigenfunctions generated from exact numerical model tracks the true dynamics accurately; for control, it must be of the
simulations of channel flow, by Moser and Mom at the Center for order of the wall region time scales. Berkooz (1990) showed that
Turbulence Research (Stanford/NASA Ames). These eigenfunctions are dynamical systems based on the Proper Orthogonal Decomposition
superficially similar to those from Herzog's data, but result in changes have, on the average, the best short term tracking time for a given
of the order of 20% in the values of the coefficients in the equations. number of modes.
The bifurcation diagram is similar, but the fixed points are replaced by In drag reduction by polymer additives, one of the accepted
limit cycles. Physically, this means that the eddies are wiggling from mechanisms (Kubo & Lumley, 1980; Lumley & Kubo. 1984) is the
side to side instead of sitting still. This makes no essential difference, stabilization of the large eddies in the turbulent pars of the flow,
and is even more realistic physically. The intermittent behavior allowing the eddies to grow bigger and father apart, as observed.
remains. Aubry e al (1989) tried stretching the eddy structure in the wall region,

,4
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SUMMARY CLASSICAL AND UNSATISFACTORY ANSWERS

The contradiction between mathematical reversibility A) "There exist perhaps some very small, irreversible
and physical irreversibility has traditionally led to the and dissipative hidden phenomena that forbid the
suspicion of "hidden correlations" that will allow, in application of Poincar6 results....
some cases, the decrease of the entropy of isolated
systems This rejection of a major symmetry of nature is not

justified and our present knowledges are sufficient for
This idea seems wrong, as shown by a very simplified the resolution of the observed contradiction.
model.

B) "In principle Henri Poincar6 is right and for strictly
The true reason of the physical irreversibility is isolated system there is indeed this mysterious
certainly the very large number of parameters of correlation between initial and final conditions (after
irreversible systems. the return time of Poincare). But our systems are not

isolated and even very small perturbations, such as the
LIST OF SYMBOLS attraction of planet Pluto, destroy this correlation...".

In this paper with many very large numbers we will use These "mysterious correlations" are imaginary and it is
the notation "by figures and sizes" with the letter p for in a natural fashion that the system returns towards all
"positive power of ten" and the letter n for "negative attainable states from the given initial conditions. The
power often". invoked "very small perturbations" have nothing to do

there and will not modify the order of magnitude of
Hence for instance: Poincar6 return time, even if it is true that thcy can
6.0 2 p23 = Avogadro number = 6.02 X 1021 modify very much the evolution in a relatively short
1.66n24 = inverse of Avogadro number= 1.66x 10 21. interval of time (the "Liapounov time") and thuscontribute to the disparition of correlations.

Let us recall that the "figure", left to the p or n (i.e. here

6.02 and 1.66) is always between 1 and 10. This gives THE TRUE ANSWER
an unambiguous definition to the "size" (here p 2 3 and
n24). The size is the main element of very large and There are several other classical answers, all of them
very srmall quantities, it is even very often their only unsatisfactory, but the true answer is unexpected: It is
known element. because a system is "sensible to initial conditions" and

because it depends on billions of parameters, while we
INTRODUCTION measure only a few of them, that we ascertain almost

no correlation between successive states at largc
The physical laws have reversible mathematical intervals and that the Poincare return time is very
expressions while the physical phenomena are large, much larger than the age of Universe.
essentially governed by the irreversibility of the second
principle of thermodynamics... We thus reach the practical irreversibility of our

experiments in spite of reversible physical laws.
A CONCRE'TE EXAMPLE

The following, extremely simplified model with only
Let us open the communication between two didactic purposes, will help to understand this answer.
neighouring closed vessels full of gas. The brownian
motion will egalize the temperatures, the pressures and Notice that this model satisfies practically the
the compositions while the opposite evolution never Boltzmann hypothesis of "molecular chaos" (no
appears. correlation between successive variations) but reaches

opposite conclusions: the molecular chaos doesn't forbid
However: the Poincar6 return.

A) The brownian motion and the kinetic theory of gas
are constrvative and reversible. A SIMPLIFIED MODEL

B) Henri Poincard has demonstrated that for bounded Let us consider one billion billion of molecules (that is
and conservative systems almost all initial conditions p18 molecules with the notations of the above list of
lead to an infinite number of returns in the vicinity of symbols). This number is the number of molecules in
these initial conditions (the mathematicians specify: 37 mm3 of air in "normal conditions", which is a very
"in any vicinity of the initial conditions"), small volume, and in most experiments the effects will

be even greater.

These returns to the vicinity of initial conditions are of

course contradictory with the equalization of These p18 molecules will be put in the two identical
temperatures, pressures and compositions. vessels A and B and will be numbered from I to p18.
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The evolution of our simplified model will be the A.2. Since there are p15 choices and exchanges per
following: at each step an integer number between I second:
and p18 will be will be chosen and the corresponding
molecule will be transferred from its present vessel to
the other one. (7) 1 PAm(t) =l bar + exp ( t ) 0.4 bar

We will assume that the rate of these exchanges will be
one million billion (that is pl 5) per s2colnd. with t expressed in ýeconds

We will measure only the numbe- of molecules in
the two vessels A and B, i.e. the local pressure. We will Thus for t 500 s we obtain P11A = 1.1471 bar and for
for instance start with 70% of molecules in A and 30% t = 1000 s 16 mn 40 s we obtain P,, = 1.0541 bar,
in B. the average value PAM of the pressure P, converges

With an average pressure of one bar the corresponding exponentially towards one bar.

initial pressures will be: B) Evolution of the variance V(t)

(1) PA(O)= 1.4 bar; PBt0) =0.6 bar This evolution is of course more complex than that (fP•M(t) but remains simple.
What will be the evolution?

B. 1. From the kth choice to the (k + 1 )th choice:
EVOLUTION OF THE PRESSURES PA and PP1

(8) Vik~L= (l- 4 nlS)Vk +
This problem has an obvious integral of motion, the

total number of molecules is constant and thus at any + 4n36.[ -(P Aik- 1)21
time:

(2) PA(t) + Pli(t) =PA(O) + PB(0) =2 bars B2. With (6) and with Vo = 0we obtain:

An essential question is the mode of choice o- the (9) Vk=[n 18.{I -(1 -4n18)k} -
successive 18 digit integer numbers.

A first possibility is a purely random choice (this - 0.16{(1-2n18)2k-(I- 4nlI)k}lbarŽ

hypothesis corresponds to the "molecular chaos" of
Boltzmann), but since this first possibility leads to B3. In terms of the timn t (expressed in seconds) the
several philosophical objections we will also consider exact expression (9) gives almost:
deterministic choices such as those given by:

"l'he kth choice will be given by the decimals of rank (10) V(t)={1 -(1+0.00064t).exp ( ' -2 )}.n18bar'
(18k - 17) to 18k of a given real number x".

For instance with x = n, that is: Thus the evolution of the variance V(t) is monotonic, it

increases from 0 to n18 bar ' and at t= 1000s it is
(3) x = 3.141 592 653 589 793 238 462 643 ... already at 97% of its final value.

the first choice will be 141592 653 589 793 238. The main result is that the variance Vtt) remains
forever very small.

The purely random choice leads to a simple analysis.

The standard deviation o(t), the square root of the
A) Average evolution variance, will also remain forever very small, its
Because of(2) it is sufficient to consider the evolution of maximum is n9 bar that is one billionth o a bar or one
P (t). This evolution is governed by the following: deci-millipascal (one pascal = 1 Pa = IN/Im = n5 bar).

"At each step we have the probability PA/ 2 of a If we measure the pressure with the accuracy of one
variation 8P =-2n18 and the probability 1 - (PA/2) of a millipascal, i.e., ten standard deviations, we will notice
variation 6P =-+ 2n18" (the pressures P A and 8PA are from time to time a fluctuation with respect to the

average evolution. The average frequency of these
expressed in bars and, according to the above list of fluctuations is about one per two years.
symbols, 2n18 means 2×. 1018).

ttence the average evolution PAM(t) is given by: If we measure the pressure with the accuracy of five
A. 1. From the kth choice to the (k + I )th choice: millipascals, i.e., fifty standard deviations, we will have

the probability n200 (that is 10-200) to meet a
(4) P A P AMk + (I-P A) k 2n18 fluctuation before the time t = 4.625p329 seconds that

AM~k A.,k !is t = 1.465p322 years ... We will never meet such a
that is: "large" fluctuation of five millipascals and the

evolution appears as irreversible.
(PAM, k - 00 1- 208) In these conditions the return time of Poincar6 is purely

and thus: theoretical, but it can be computed. The a priori
probability of PA a 1.4 bar is 1 0 -M with M =3.57350p16,

(6) P l- (PAMO- 0)(1 -2nl8)k this of course an extremely srimall but non-zero
probability.

(1-2n1R)k x0.4 bar

4
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If we neglect events with a probability of n200 (which
corresponds to the "threshold of certainty of observable
Universe") we can write that the first return of
-oincard at P, L 1.4 bar will occur after kR exchanges
with:

(11) 1/2 x 1 0 1M-2001 S ka s IOM 5.2Ln(IO
2

°)

Hence the first return J Poincari will occur after IOQ
seconds with:

(12) 3.57 3 4 9 pI 6 i Q is 3.57351p16

These results coreopond to the random choice of
successive exchanges and we have also to consider the
cases of deterministic choices as explicited with
equation (3). The computations (4) - (12) give then that
the values of x that satisfy 0 i x q I and that Joesn't
satisfy (12) have a total measure smaller than n200.
This set of values is then completely negligible even if
many remarkable values of x (such as x = P 5) belong
to that very small set.

CONCLUSION

The irreversibility of the second principle of
thermodynamics agree fully with our experiment and
our measures that are by far neither long nor numerous
enough to lead to a contradiction. Ilowever some very
small temporary fluctuations appear from time to time
in very accurate experiments.

Thus the paradox of reversible physical laws associated
with irreversible phenomena can be explained without
"perfect isolation', "hidden correlations" and/or "small
hidden irreversibilities". The main reason of
irreversibility is the very large number of parameters
of irreversible systems.

The Boltzmann's hypot.*asis of "molecular chaos" is
excellent and allows very accurate computations. The
correlations will not increase slowly and insidiously
after a very long time and we can almost writc that the
return of Poincare occurs by chance which usually
requires such a large delay, much larger than the age of
Universe, that the corresponding decrease of entropy
never appears in our experiments.

The return time of Poincard is exponentially related to
the number of independent parameters of the system of
interest and we can thus write:
"If after the usual mathematical simplification
(integral of motions, decomposability, etc.) a system:

A) remains with N independent parameters where
N> 10 000.

B) is sensible to the initial conditions (chaotic
system).
Then its evolution will physically appear as irre-
versible for measures of accuracy worse than (501 VrN)
even if its laws are mathematically reversible and
conservative."
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1. RESUME aspcts tli6oriques de ]a d~marche mdthodologique
Le mouvement tl'un avion petit 6tre d~crit dle maril~re adot6c ici et les 616ments de la thdorie des bifurcations
rigoureuse par tine ensemble d'6quations diff~rentielles inisppensaibles A la cornp rdhension des phlnorrnehs
non I In~aires, d6pendant de paramdtres, liant les rencontr~s dans son app Icat ion A la dynamniquc du vol
variables, d 6t;t (incidence, d6rapage, vitesse ... ) et les sont pr~'sent~s.
variables de comimandes (br aqiiage des gouvernes) par
l'irttcrm~diaire des 6quations del1a iin~cani que du vol, I1 s'agira tout dl'abord de retrouver les limites usuelles
du modde a~rodynamique et du syst~me de controle de stabilit6 de l'avioii naturel en montrant, au passage,
du vol. La communication 6voque lest ravaux r6alis6s qu'clles sont des approximations des bifurcations du
en France ct A l'Etranger en vue d'.am6liorer la corn- syst~nie complet. A cette occasion on niontrera que la
prdicrision et de pr~dire avec precision le comporte- ni6thodologie est apte A pr~dire fe cornportoment du
ment deIC 'avion dans des situations de vol particuli~res ýyst~me complet au dclA de ces limites d e stabilit6; la
pour icýsuclles I'analyse lin~arisft habitue fle des 6qua- vrille et le couplage inertiel en seront des excirples.
tions diff6rentielles est insuffisante ou inadapt6e. Puis, Ia correlation avec des essais en vol obtenue dans

2. ABSTRACT le cadre d'une operation r6afist~e A I'ONFRA en
In a rigorous manner, aircraft motion coin be descrihed collaboration avec Dassault Aviation et Ie CEV vienidra
b~ a set of nonlinear differential equations, depending confir mer les predictions drnonc~es plus haut.

parameters, associating the state vector (angle ol
attack, sidesli pangle, s'peed ... ) with the control vector Ensuite, linfluence des commandes de vol ct de ses
(rmotivatoqrs) though flight dynamics equations, aerody- non-lin~aiit~s sera aborcd~e par le biais d'une breve
namic aircraft model and flight control system. The synth~se bibliographique et des travaux nten~s 2t l'ONE-
communication presents some works which aim at a RA.I It sera alors nionti-6 que Ia mdthodologic globale
better understanding and at the Iprecise prediction of d'analvse des ss'st~nes est, dans uine certaine me(ýsure, A
aircrift behaviour in paoicular flight phases for whic~h rnmemde fouri'ir des 616ments de ri~ponsc.
classical linearized analysis of diffcrential equations is
insufficient or not valid. Enfin~ en relation avec les probie'nes pose~s par les non-

1*i1ýarit~s dlans les conmnandes de vol, queluekis remar-
31. INTRODUCTION L ies stir les in~thodes modernecs die det,ýrrnination du
1£x mouveinunt d'ttn avion pecut ýtrc dLL nit de rnani~re doaine d'attroiction d'un point d'Nquilib:e stable tI'un
rigourcuse par unc ensemnble d'dqrrations tI~ffkrcnt icllcs syst~rne (l~ffcrentiel non I in~aire vicndru.rtt conclure
non lin~aires, di~pendant de p.i amntres, liant les c'ette comnmuinication. Suir cc dernier point, dc,- -6,ultats
variables dI'Ltat (incidence, d6rapaige, vitesse ... ) et les obtenuis A 1'ONERA et dans Ia litt~rat'tre seront prescn.
variables de commandes (br aquage des gouvernes) par 16s.
l'intermo~diaire des 6quations de la mt~cani uec du vol,
dut niod~le a6rodynamique et du syst~nie dI contr6le 4. ANALYSE NON LINEAIRE SIMPLIFIEE DU
du Vol. ('OMPORTENIENT DE L'AVION

La pr6diction et l'analyse des pcries de cont~jile et de-s
Icpitis Ic d~biit de l'aviation, de flonmbf ux chcrkheurs vriltes sont des pi oble'mes anciens qui remonitent au
se sont itlachtys A expliquer certains phcnontcncs Lie Ia d~biit de i aviation. Cependlant, faute de movens num&-
dynarniqvi du vol en appliquant, die fiioon analvtiqLie, riques adk,-uats, les chercheu rs ont Oudit ices prohlý.
des m~t hudes d'analyse non lin6aires de Ia stabifitý sur mes en les sirn lifiant suffisaminent pour. ensuite,
des syst~rnis W&6 uations de tlitncision r~duite. Ind6- pt- ovoir utiliser ]'arsenal des ni6thodes anakltiques,

uCldammlTie.nt dc ýint6lr~t de ces at~proc~hes pour aidecr esoctes ou approxilnat: c s, d'analyse di'6c.iatoios non
a acnipr6licnsion des ph~nomenes, les fhypothýsc, lin1ýaires.

imiplificittrices adopt6es nuisent souventt a la qua!it6 du
resultat. Pat mi les pit cursetirs, it convient dec titer les travaux de

Pluýr6(inmet, iver aucursontmis n ouvreunc Phillips ̀ H stir le couplage incrtiel dont la difficutif.
Plusdcc~net~ ives ateus ot ms e ocvreune r6side da'ns Ia )rise en compte des couples gyroscopi-

m6thode :.im6rique globale d'analyse die la stabilite lues dons les 16quation, du mouvemcnt. En negligeant
fondiel sur le principe de Ia r6solu(tiotf d'6 quations la pesantcur et en gtc .o ;idJrant quc les 6q uations de
alg6brique non fin6aires d6pcndant dc paraniltres au mouvc-mcnt1 il a pu 4`vgager tin crit~re de st ahlitd
moyen d'un p ocessuis d,; continuation associ6 A [a encore ptifis6 de nos jo)urs. Repris et 6tendus par
th6orie desbifurrcations. Pinsker 12), ces travaux sont d6crits en detail dans 131.

La communication dvoque les travaux rdalisds en A inridence plus 61evvc, lCs ph~non 'ncs qui apparais.
France et A I'Etranger en vue d'amo~liorer la corn- sent sont g~n6ralement assotcifts A des inst lbditis de
pr6hension et de pdire avec pr6cision le. comporte- nature afrodynarnique. Ils en r6sultc des pertes de
ment de l'avion (lans des situations de vol particuli 6res stabilit6 s~ir les mouvernents longitudnaux ct transver-
pour lesq uclies I'analyse lindaris&c habituele des dqua- saux ou stir les detix en rni.me temps 1,41, Paitni ccux ci,
tions diffhrenticlles cst insuffisainte ou inadapt~e. 1'instabilit6 (Ie I'oscillation de d6rapagc a W l'objet dc

tr6s nonibreuses communications dont 15,61 dans
Apr-s avoir rappel6- hri~verent les travaux aiti~ricurs lesquelles lcs non-lin~arit~s a~rodsnamniques sont
fondi6s sur (Ics analyse simplififts dIc Ia ,FabJ116~, Ies intrrdliitcs dans les 6(ltjiat*ns son[ hi~ formc dc non-

.. .....
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Iinariti~s polynornialcs. inconnuc puisquc le syst~mc consid6r6 es! suppw'6
autonome.

A grande incidence, la vrille calme a rapidement Wt
idcntifi6e comme un 6tat d'6quilibre du systime corn- Lorsque I'analyse Iin6aris6c des petits mouscirents
Piet. Ces 6tudcs avaicnt montr6 que la vrille 61ait un autour de ces 6tats as1 oile a un Sens, la '.aract&-
mouivmcntc surt tine h6lice (l'axe vertical pcndant Ic(JueI risation de leur stabilit est donn6e par un c~ik ul dc:
la poitance ot li tain)6c 6quilibrent repectivcment la valeurs propres.
force centrifuge .ct Ic poids. Cepend, it, nialgr6 I'appa-
ritikon dc ntwens de calcul puissanms [71], et la siinilarit6 La stabifit6 des 6tat.. d'6quilI bres ponctuels! (2k Cs't
enitre Ic m~mvineent dl'Fulcr-Poisot ct la vrille de assur6e Si toutes les valeuts prire du sySt6nie linc .iri'ý6
certains as ions de combat ý8,les r6gimes de vrille soint 'a partie r~e'll n3 ýgative. P our Ies orbitc.s p6riodi-
,igil6c 6iaient encore consideres comme d6pecndre en ques (3), Ia th6or ie dc TICquet indique qu UC a stabilitL
grande partie du hasard. est assur6e si toutes Ics valeurs propres de la niatrice de

transition (sauf une) ont un module inf6rieur A 1: Ia
En marge de ces traVaMIX con,,acr6s ind ividuellement A dcrni~rc sal ~cur p roprc e ]I a matrice dle transition A son
1'6ttude dl'un seuil phiUnomnie, Schy et Hannah [9,101 module i6gal A 1 unitd pour assurer ]a p6riodicit6 du
n)nt montr6 l'-istence de solutions multiples au pro- mnouvement.
bl~me de la d(Itermination de l'quilibi-c du sytýme
non lin~a Iic repr6sentant des 6qiiations simplilfi6es dc L~rusq uc I'analyse Iindarisde des petits mouvements est
la nlecanique du vol, certaines solutions i6tant stables, Insflsante (limites dc stabilit 6) la th6orie des bifurca-
les autres instables. ýes derniers travaux sont A la base tions permet de conclure sur la stabilit6 de l'6tat
fie ]a rn~thode d'analyse globale pr6sentdc dans cette asymptotique considi6rE et stir la modification du
k 011 ntilicat ion. comportement asymptotique global du syst~me sous

I'effet de la variation don Iaraln~tre.
5. NIE~rHO(DE GL()BALE D'ANALYSE NON LI-

NEAIRE DU CONIPORTEMENT 5.2 AgpP(r de la th~orie des bifurcations
Des analyses simplififts, g6n6ralemnirt a nalytiqucs sur La t hcorie des bifurcations est constitu6e par un
un motlle r6duit sont souvent suffisantes pour aider A ensemble de r6sultats math6matiques gui visent A
la compr6henision dle certains phfnom~nes non lin6ai- analyser et A expliquer des changements du com porte-
res. Cependant, pour e.trc appliqmides, ces techniques men( asyniptotiquc d'un systý,me diffdren t il non Iin~aire
n6cessitcnt. des hypoth~ses simplificatrices sur Ie quand [es param6 res varient de fa~on quasistatique.
modec qui ne sont pas toujours facile., A faire a priori Be nedi 's a aslepi ectecmu
ou/et clui ne sont pas souhait6es. inetnu Ws a cns1sptdeet om -

En ve d levr k hvpth~es smplficarics ~ nication de se substituer aux ouvraqes spfcialis6s
En ve ce lc-erles vpoh~ss sipliicaticc ct traitant du sujet jll, 12,13 . Cependlant, ,parait oppor-

d'accroitre la pr6cision de l'analvse des phi~nom~nes, tun d'en rappeler quelques aspects gui recouvrent
line noiuv~l~e approche a 616 d6v~loppee. quasiment tous les phdnom~nes rencontr6s aui cours de

son application particuli~re A la dynamnique du vol.
5.1 N16thodologie
L~a m~thodoloine globale d'analyse du comportement .5.2. 1 Bifurcations des points d'equilibrc
est fond~c suiF [analy'se des O'ats asymptotiques des Les phftom~ncs rcncontr6s le pl us couramment avec
syst 6mcs d'6quations diff~rentielles non lin6aires des points d'6quilibre apparaissent lorsqu'une valeur
autononies, d6pendant dle paran1~tes et exprim6s sous propre r~elle (ýL) n6gative devient positive sous l'effet
Ia forme: d'une variation du param~tre. Detix cas peuvent alors se

(1)dX produire.
d F(,U Si Ie point d'6quilibre est ri~gulier, Ie th6or~mc des

dt fonictions implicites "st applicable et un point de
retournement apparait (figure 1). Ce Ppoint est structu-

inS, laquelleC: re~lkment stablc vis A vis de perturbations du syst~me
dliff~rent icl.

-X vecteur d'6tat de dimension n,
*U Vectur de paramritrcs dc dimension m X
-F n f onctions non lindaires die X et U.

Par oppos~ition au~x syst~mes diff6rentiels Iin6aires, un/
ensembile &6quations, diffdrentielles non lin6aires peut
presenter plusicurs Mtats as pntotiqiies diff6renits pour
une ciimhin;uison donnife (t) des par, m~tres.

Dans les cas les plus simples, notamnincrt ceux rencon-
trds au cours des applications A I1a dsnamnique du vol i
des avions, les 6tats asy tol u correspondent A
g6n6ralecmnt aux solutions de P cqation alg6brique
non lin6aire:

Figure I Point dle retournement.
(2) F(X, Ud, e . quilibres stables, - - - 6quilibres instables

Iorsque le syst~mc est immobile ou auux solutions dc Sil pc oint d'(,quilibre cM% singulicr, de nouvelles bran-
I'qUation ces Ill'6quilibrcs apparaissent. Suivant Ics particularit6s

du systtme, le point dc bifurcation peut etre un point
()T fronce ou un )oint de bifuication/retourncment (figure

(3)M .Xa x(o)+fF(X.11 0d& 2). Ccs points dle bifurcation sont structurellemcnt
instabics vis A vis des pertturbations du syst6ne et ils se

13.En dynarnique: du vol, compte tenu du syst~me
'd'qI Iations c( des mod6les d'avions adoptds jusqu'A'tans lces d'orhites pdriodiqucs (cycles limites) dlont p~et e onsd iucto atclesap

i1 cons ient de notcr pie Ia p6riodc (T) cst a priori ralsscrnt scul'. ment quand Ics, ýquat iýns diffcrinticlles



6tudi~es sont symritriques. surface toroidale qui entoure l'orbite pdriodique
devenue instable.

Figue 2 oint debifurcation, (a) retournenient/bi- j

furcation; (b) bifurcation fourchette.
- quilibres stables, - - - 6quilibres instables

Un autre point de bifurcation souvent observd est la
bifurcation de Hopf. Elle survient q uand une paire de
valeurs propres complexes conjugu~es (ý±, 2)a sa partie
r~elle qui devient positive lorsque le p~ram~trc du
syst~me varie. Au volsinage de cc point (correspondant
a une paire de valeurs propres imaginaires pures), desL
orbiles periodiques apparaissent.

Suivant Iles caraci6risti ues du syst~mc. la bifurcation
p ourra ictre supercritique ou subcritique (figure ). Figure 4 B ifurcations des orbites pt~riodiques.

Dans It premier cas, I' orbite p~riodiquc est stable et de - orbites stables, - - - orbites instables
pet- ite amplitude. Dans lc sccond cas I Vorbite situ~e au
volsinage du point de bifurcation est instable et l'orbite
stable du syst~me, si elle existe pour cette valeur 5.2.3 C'aract.~isation de la stabilite des linziles de stabiWt
particufi&re du pararnitre, est de grande aniplitude La sta'b it6 des points de retournement et de bifurca-
inemie pour une faible variation du param~te autour tion jie peut pas Atre fournie par l'analyse lin~aris&e
du point de Hopf. classique.

L'approche prfconisfe spar la th~orie des bifurcations
x. ~est Tond6e sur l'hypotbhs son laquelle tous les modes

amortis (associi~s a des valeurs propres A partie r~cle
negative) du syst~me disparaissent peu de temps apres

0[II consist e a effectuer un Eveloppement non lin~aire
a)- de Iela proetion du mouvement du svst~me dans l'es-

ac nOr6 par Ic(s) vecteur(s) prpcs associý(s)
la au\)valeur(s) propre(s) A partie rde c nulle.

4;j AL Pour un point d'dquilibre avec une valeur propr e nulle,
la m~thode permet d& caracteriser sa _t adit et de

Figure 3 Bifurcation dc Hopf, (a) subcritique; (b) fournir one indicat ion pa ctemps mis par une pertur-
bation pour doubler ou ~art~ree divis6 par deiix. A noters upe re i tiq ue. que contrairement au cas d'un point d'c6quilibrc d'un

-- quilibres stables, - - - quilibres instahles, syst~me lin~aire, cc tenips est proportionnel ii la valcur
-t0-0- enveloppe des orbites p~riokliques initiale dc la perturbation.

Pour tin point de bifurcation de Hopf, ii est possible dc
i'.2.2 Rift ircations des orbites pM'0iJques conclure sur Ic caractire subcritique ou stiperenitiquC
('omme nious venons de l'cntrevoir plus haut, le deinier de Ia bififrcation suimant que It point consid6r6 CSt
cas trds int6rcssant de bifurcations rencontr~es en respcctivemcni instable ou stable.
dynamique du vol correspondA l a perle de stabilit6 des
orbites p6riodiques (Qgire 4). Tous ces calculs tifessitunt one formulation analvtique

do syst~nie. Cependant, i.-Iyennant one approxim'ation
Parmi toutes lcs causes possibles d'instabilit6, trois no~n lin~iire num~ri c do syst mc d iff rentic~l ao
',ont usitiellnent rcncontr es. voisinage do point 6tud id, ]a d~marche prdc~denic p cut

Etre autoinatisfe et fourriir encore des r~sultats inte~res-
a. Unc valcor propre rdclle traverse It point + 1. sants 1141.

Dans cc cas la perte dc stabilit de P orbite se
traduit par lVapparition d'une orbite de reto,.rnc- .5.2.4 Remarque sur kes ,uouvernzeits chaotiques
ment analogue au point de rctourncment des Mises A Part quelqut-s e'xp~riences nun mtiqoes, I'analyse
surfaces d'A6quilibre. fine des mouvemcnts c haotiques W est p,-s incorporde

b. Une valcur propre r~elle traverse Ic point -1. Alors dans ]a m~thodolofie pi, sentdc ici. Une des raisons de
une bifurcation de doublement de p~riodc sorvient. ce choix est quc, dans I, pratique, It temps d'obscrva-
Au voisinage l'orbite p~riodique initialement stable tion de mouvements complexes de l'avion (vrille par
et de pdriode T a pparait one nouvelle orbite cxt mple) cst trop liniitd pour pouvoir observer le
gdk~ralement stable ae pdriode 2T. G~ndralcment CO i~portement asymptotiquee cIl'analyscr compl~tcment.
ecttc bifurcation est accompagnde par d'autres endtarsct eirqi efursemblables (cascade de Feigenbaum) el conduit A epnat rsctcrmrqilefadait pas
I'apparition d'un mouvecmnt chaotiqoc . conclure hitivecmnt sor l'inutilitd de l'analyse de ces

c. De 'ux valcurs propres iniaginaires conjugudes comportemrcnits. En effct, si V'on aborde l'idcnitification
* q(ulfcittn Ic cercle dc rayon unite. Au d C~ elle dc certains param~ltrs du systmc A partir d'essais

hifurtatifm Ic mrjivcmclnt du syst-cm d~crit une r~cls, il est alors indispensable de poovoir dissocicr on



comportement ressemblant 5 Lin mouvercnin p6riodi- syst~mc r6cl par le systtme diff~rentieJ 6tudi6.
que, pendant It temps d'observation du syst~me, d'un
mouvement chaotique. Dans It premier eas Ie mod~le 6. ANALYSE NON LINEAIRE GLOBALE DU COM-
restitud fournira touj ours tine r~pon sc a 'ant la mdrne PORTEMENT DE L'AVION NATUREL
allure kri qe das la dcuxi~me hy oth~ se, la LY tude de ]a dynarniqu e du vol classique repose
d~pendance vis a'vis des conditions initiar1ss sera peut essentiellcment sur t'anal, se lin(-aris6e (its equations dc
Ctre A minme d'expliquer dcs r~sultats d'essais tr~s la m~canique du vol . zans revenir sur son int&r6t
diff~rews bi en qlut I,;a conditions initiales soient trds didactique, ii convient de noter que cette vision sinipli-
vois ines. fi~e des 6quations ne permet pas de montrer la genese

des pertes de stabilitý et de mettre en 6vidence des
5.3 Procedure numrrfi que dUvelopeL 'NR phfnorn~nes complexes.
Le calcul de tous !es 6tr aypfoti uLues mentionnes
dans Ie para rayhe pr~c~dent est ra Ls~d par on code En s'appityant stir des exempics simples et d'autres plus
nuzn-iique (leve oppd A I'ONERA. Cc code utilise oine corn plexes, il est propos6 de montrer l'appoz-t de cette
iii~thode de continuation initialernent propos~e p ar rn(t todologie dans la cornpr~hension du corn ortemcnt
Kuhicek 113] et modifi6e par. entre autres, les contribo- q ualitatif dfe l'avion naturel pour lequel les braq nages
lions de Kefl er 1151 et Kernevez 116). des geouvernes a6rodynamiques font partie des paramei-

trecs de I'6quation (1).
Partant d'une approximation initiale d'un 6tat asympto-
tique, pour Line combinaison donn~e des paramtrcs du 6.1 Equations du mouvement et classification des non-
sst~ine, le code d6termine la coiirbe X(U) solution Iiii~arit~s
d'un ensemble d'6quationsa albrique s non lindaires qui Les 6. atons classiques do mouvement d'un a-vion

depend du cas de calcul r6Aisd. rigide daans l'espace sont constitufes:

a. point d'dquidibre: - des 6qu~ations de moment (en sup posant ici que

F(X,U)=0 les produbits d'inertie D et F sont n urs)
Ap-Er+(C-.B)qr-Epq=LA +L F

b. point de retournement: Bq +(A -C)rp +E(r -p2 ) =MA +MF

F(X,U)=0 Ci-EP i(B -A)pq +Erq =N A +NF

ýt =0 des 6quations de force

c. point de H-opf: m(u +qw-rv)=XA +F,-mgsin6

F(X,U)=0 m6- +ru -pw)=yA +Fy+mgcos(sinot
p,.2=2in/Tm(vii+pv-qu)=ZA+F,+mgcos~cos4)

d. orbite periodiquc: -auxquelles sont adjointes deux dquations cin6mati-
T ques

X(7) =X(0) +fF(X.M U$t p +tanO(qsin4 + rcos(ý)
0 0 =qcos$ -rsin(P

Les fonctions non lindaires consid6rdes ici sont suppo- dans lesquelles:
sexes continues et ddrivables jusqu'A un ordre suffisam-uvw
ment dlevt pour ne pas inettre en d6faut le principe de - , :, composantes de la vitesse-air dans le
]a df-scription globale des courbes d'dquilibre par tri6dre avion,
continuation. Pratiquement, suivant le type de calcul - P, r :composantes du vecteur rotation instanta-
envisagd et sous r6serve que les fonctions non lindaires nee d ans Ie tri~dre avion,
ne varient pas brusquernent en foniction de N'tat et des -0:assiette longitudinale,
param~tres, on observe q u'il est possible de diminuer angIe d~e gite,
les conditions sur Ia d 6rivabilil C des fonictions sans , ~Z Composa rues de la force adrodyna-
courir le risque de d~gradcr notablement le processus mique dans le tritdre avion,
de continuation. - Fx FFz: composantes de Ia poussdc dans le

5.4 Mise en otuvre de la methodologie M N ri oates du moment adrodyna-
Lappucation de la m~thodologie ddcrite plus haut est duu momen de pro-e vin

usuellerent r alis~e en cinq dtapes successives. -pUlo d'a, I' :r~r cmoavin.e ummn cpo

a. Ddtcrmination de l'enscmble des ctats asymptoti. - etu 'ttetd imnin8 ietcntt~d
ques, tels. qu'ils ont Wt d6finis dans Ie § 5.1, pou Ia ceu f 'ttetd ieso 8 1etcntdd
toutes !es combinaisons ddsirdes des param~tirpeout la fon suivante:
caractdrisation de leur stabilitt.

b. Reprdsentation graphique des rdsultats dans des X T=(uy,wjp,q~r.0.o)T
sous espaces particuliers de dimension 2 ou 3
(gdndraIlerent la dimension du vecteur d'Itat est ievceudeaatrsau osd imnon3
trtssup~rieure A 2). L etudcpamreauoisddmnin3

c. Analyse des traces graphiques et prddiction d'dven- comprend Ics gouvernes aerodynamiques de l'appareil:,
tuels pbdnom~nes non hinaires sanis recourir A deUT(3,nm)
nombrtuses simulations du systtme.

d. Validation des prtdictions au moyen de simulations
numdriques du mouvement.

c. Eventuc] lement corrtdlation avec des cssais rdels en dans lequci:
vue de discuter ]a validitd de la reprdsentation du



-, gouverne de gauchissement, versales sont au ncutre 8,6,= 0), la bifurcation
8rn gouverne de rofondeur, spiralc existe pour des braquages non nul des gouvernes

Les non-lindarit6s de ce syst~mc sont nonibreuses. 2
Ellcs peuvent 8tre class~es en deux groupcs.

L~e premier coznprcnd cellcs qui sont iiitrinwslqucs A la i
formulation des 6quations du mouvement d'un solide
dans l'espace (non-lindarit~s trigononi~triques et
inertielles). -20 0 20

Le dcuxi~me group~e est constituA, des non-lin~arit~s du
modi-le a6rodynamique de l'avion consid6rd. 11 convient
cependant de faire une distinction entre les non-lin~ari- 3j
t~s de courbure de certains coefficients.(Cg(), C,(13), -20 _____

etc..). et lcs non-lin~arit~s de coup),age qui in uisent des -
relations entre les variable onitudales et les varia- Fgr ufc ebfrainsiaedn epa
bles lat~rales (Cm13), C1(o), etc.). Fgaurse 6Sn faentdretio uctonn.al as epa

6.2 Analyse de ph~nom~nes simples acisint-drto.
L'objet de cette partie est de montrer que des ph~ no-
tn~nes simples de la m~canique du vol' peuvent etre
analysds avec profit au moyen de Ia th~orie des bifurca- 6.2.2 couplage inertiel
tions. Ce ph~nom nc est bien connu depuis longtemps en

m~canique du vol 11,21. Ce ndant, son analyse A la
6.2. 1 Mouvement spiral lumi~re dc Ia th~orie des bi reations 118-23] complkte
Dans ce mouvement tr~s lent et A faible incidence, les utilement les analyses antilrieurcs.
couplages inertiels sont n~gligeables et l'a~rodynamique Fnsprattoeseso-Inrisds utos
peat6t ere consid~r~te comme lin6airc. Seules )a pesan- En supqattue e o-idrtsds6utin
teur et l'assictte londitudinale de l'appareil influent sur exce ptees celles relatives a u ou Iae inertiel et en
la stabilitd du mouvement A ddrapage nul. ,osdrn qeIavtseerolsp) est beaucoup

plus grande que les vitesses de tangage (,q) et de lacet
Gouvernes transversales au neutre, le trac6 de la Fr), la prediction du comportement de I appareil peut
surface d'dquilibre montre que la manifestation de encore sc ramener A l'dtude d'une 6quation diff~ren-
l'instabilit6 spirale coincide avec I'apparition d'une tielle polynomiale scalaire liant la vitesse de roulis aux
bifurcation fourchette sur les variables transversales en Ouvernes a6rodynamiques, g6n6ralement de degr6 5,
raison de la sym~trie suppos~e de l'appareil 117,181. .En 56rivant d'un champ de grallent:
condune Ia surface d'6quilibre fournit les dtats
dre (ifigure st).l que l'avion instable spiral ira rejoin- fi=f6(8m)p5+Qf 81+f~ np

(4) +f4(45M)p 3+(fj4 81+f4 .5n)p 2

( des) # (dS)

is- 20-dont on montre qu'elle se ram~ne simplement A la
catastrophe 'apillon bien connuc de ]a th6OrIc des

;C t es S

Figure 5 :Bifurcation spirale, (a) ,(b)

-- equilihres stables, - - - 6quilibres instablcs

Par rapport A la m~canique du vol lindaris~e, cette
analyse permet de pr~dire le comporl ment du syst~me
au delA de l'instabilit&. Elie offre 6g,,cment le moyen
de mettre en 6vidence les non-lin~arit.ds qui cr6ent Ic
point de bifurcation. Ainsi, en conservant Ics sculs
tcrmes non lin6aircs essentiels, le coinportement dc
l'avion pctse ramener A I'diudc d'une dquation -2 02
diff6rcnfirc-llet non lindaire scalaire ddrivde d'un champ
dc radient exprimant 1'6volution dc l'assiette late Ff Figure 7: Surface de bifurcation dans Ic plan gatichis-
de fa ppareil en foniction des gouvernes transversales smn0"~ 6.,): seetprofondeur (6, 0),

4=(A -Bcos4)sin-0 En outre, de cette formulation on peut extraire un
.(C,81 1+C,85n)ccosO+D618I+D86 8n criI6re dc stabilitd du mouvenient et des lois d'intercon-

nexion eritre les gouvernes transvcrsales qui Ivitent ]a
perte de contrt~le.

En d~pit dc sa simplicile, cette formulation a le mE~rite
de. synth6tiser Ie comportement global de l'appareil au Ces lois sont issucs directement de I'cxamcn de Ia
voisinag.; de l'instabilitd pI rale et de mont rcr que surface de bifurcation du systtme pour faire en sorte
inime si I'avion est stable loprsque lcs gouvernes trans- que les combinaisons de commande ne la franchissent

pas (figure 8). Elles peuvent tgalement Wte fournies en
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recourant aux propridtds des polyno-mes qui assurent cas particulier 6tudid dans [21], l'6volution temporelle
l'unicitd de la solution de l'quation 4 [24,251. des variables se cornporte comme la superposition des

6ft(7deux: mosivements p~rio~diques tr~s diff~ rents ( T, 4
8AM secondes et T 2 =160 secondes pour l'exemple considd&

rd). ' 1 s'ensuit donc une difficultd polenticle d'intcrpr6-
201 tation d'un tel phdnom~ne en vol puisque lc temps

d'observation maximal est souvent infdrieur A la plus
grande p~riode.

Figure 8 Surface de bifurcation dans le plan gauchis-
sernent-clirection et loi d'intcrconneicion entre les
gouvernes transvcrsales : 1= T(b(

5 )

6.2.3 Itzsfabilitg de I'oscillation de dirapag

litt~rature, l'influence des non-lindarit~s a~rodynami-
ques est pr~pond6rante. L'instabilit6 correspond
5g6n6ralcrnent A I'apparition d'un point de bifurcation
de Hopf [26] A partir duquel Ia mdthodologie prdsentde _______________

pr6c~demrnent permet dle ddcrire l'enveloppe des
orbites pdriodiques du systtme [21,27] sans aucune Figure 10 :Trace dle l'dvolution temnporelle de variables
hypoth~se simplificatrice contrairement aux m~thodes d't aicirssirinoe[2.
analytiques. (figure 9). dda atc~e u ntr 21

p....-&-a- orbite p~riodlique instable

C - - ---- --- La seconde illustration est relative A la bifurcation de
-. * doublement de pdriode (figure 11) qui ~cut notable-

ment modifier le compor~tement en vrilpe d'un avion
porde tr~s, petites variations des commandes.

f'' a j~~* b)

Zo AI -- a '-8 @ 60 vz

6.3 Analyse dc phrionomes plus complexes

A prds avoir montird bridvement quc la thdorie des o49.5
hi uircations avait Ia possibilitd d'amdliorer la compr6&
hcnsion de ccrtaines limiles de siabilitt qui soni
usuellement obtenues par des cakuls analytiques
simplifi~s, et dec d~passer largemrent Ics frontitres de Ia CS 09
m~caniqluc du vo! lin6aris6e, cette partie se propose de
pr~sentcr les pberinomnes les plus complexes observ~s
sur les avions de combat au moyen de cette mdthode. 48.5

Le calcul par continuation des orbites p~rioclhjucs et
dle leurs bifurcations POUr diff6rents, moditles d'avions
de combat r~vle que certains comportements tr~s 4 8.0 -'-----.--

a~gitds pciivent etre analysts avec la tlidorie des bifurca- -6 80 -6 60 -6.4 ?i20
tions. P (degrees)

La bifurcation la plus courantc est l'orbite de retourne- Figure I11: Doublement de pdriode des orbites pdriodi-
meni (figure 9). ques, (a) 6,, = l8.7840, (b) ri,, = -l8.971*, (c) 8,,,
L~Orsque deux valeurs propres, imaginaires conjugrufes 19M02*
quittent Ie cercle de rayvon unitt, il appiarait un tore qua
entoure l'orbite nouvc lement instable et sur Icquel se Enfin, qu. and tous lcs t6tats d'6quilibre en pirdsence soft
ddroule Ic mouvement du systtme (figure 10). Dans ce instables A l'cxception d'un seul faiblcmcnt stable. il
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peut en r~sulter des mouvements transitoires de longue A titre d'illustration profondeur en Ihut~e A cabrer et
durde et tr6s cornplexes pouvant 8tre apparent6s A des direction A gauche, lorsque le gauchissement varie, la
comportemen ts c haotiq ues (figure 12). courbe des iquilibres A incidence positive montre d'une

-15 -45 part tine vrille pi u6 A droite stable (r>O) et, d'autre
part une vrille gu;auche (r <O) et une tonneau a
inciacence moddrde (a-~25~) instables oscillatoires

-4.0 -50 (figure 13).

I Autour des rdgimes instables de vrille A gauche des
-as 4, 1 orbites p~riodiques apparaissent (figure 14) Leur

-55 amplitud et leur stabilitd vanie beaucoup en fu~nction
L ~ iw~ude ]a valeur du gauchissement, Ce ui conduit aux

111117 0 nombreux cornportemcnts tr~s divers d~m ontr~s en vol,
particuhiers.

- - - - -70o

Figure 12 Oscillations transitoires chatotiques.

6.4 Validation de la m~tbodologie avec un avion rMe -ieo o1
A ITA_.RA, la d~marche m~thodologique pr~sent~e
dlans le paragraphe 5.4 a Wt parcourue compl~tcment PM,, P
avec un avion r el.

L'application a ,portd principalement sur le comporte- --

ment en vrille d un avion de combat Franco-Allemand, -

Alpha-Jet, dans sa version biplace. d'entrainement en--
raison de sa disportibilitd pour rdaliser des essais en vol -

orientds vets Ia validation de la mdthodologie. Elie a
W~t rdalis~e en collaboration entre I'ONERAIDES et o
l'ONERAIIMFL avec le soutien des services officiels et
le concours de Dassault Aviation et du Centre d'Essais
en vol d'Istres. 0+-o (e 0

Apr6s av'oir d~fini le modle a6rodynarniquc de l'appa- Fiue1:nvop dsrbtspoiqsqad8
reil dans un large domaine, quatre dquations diff~rcn- Fgr 4:Evlpedsobtsprolusqad8
tictics repr(~sentant I'6volution de certains coefficients varie pour %, = 17.
adrodynamniques instationnaires ont Wt adjointes au stbe---inaledvrn,
syst~me habituel des tcquations de ]a mi~canique du vol. --- istable siltie, - --- instable divrgnt

Le calcul des comportemnens asymptot iques du sys tame
ainsi obtenu a permis de retrouver tous les ph6 nomt- Plus prdcis~ment, pour une valeur de gauchissement
nes observds ant~rieurement stir un mod~le d'avion de voisine de -10' et suivant l'historique des braquages des
combat typique [1818 et d'approfondir la comprehension gouvernes d~fmni A l'avance aprts analyse des surfaces
du comportement en vol de l'appareil notamnment dans d'quilibre, il est possible de mettre en dvidence trois
les phases de vrille. allures de vrille.

La prcmis~e est une vrillc calme. Elie corrcspond A une
60 1- orbite pdriodiqlue de petite amplitude (figure 15) qui

existe pour quasiment toutecs les valcurs nd atives du
-AM -4 -~ auchissement sous reserve de conser-ver Ce memes

-o Laqae de fa profondeur et du gauchissement.

Lascnectuevil agit~e (figure 16) avecc des

4.-.-4- .Ij correspond A une orbite dont ~'amplitude vanec beau-
* 10 0 81(0) to *l0 0 at() 20 coup en fonction de la valeur du gauchissement.

P r assocife A une orbile p6riodique instable oscillatoire et

elie correspond A U'volution du s st~me sur un tore
-. --- entour~ant l'orbite instable (figure 17)

- - r-Dans cette application, seul le ph6nom~ne de double-
merit de p~rodegpr~dd pour une valcur de gauchisse-

-to 0 (e .10 .20 merit voisine d4e - , n'a Pu 8tre mis en 6vidence lors de0 -to ces essais en vol cornpte tenu de Ia durde limitde d'une
phase de vrille (T - 50 secondes). Cependant, ii convient

Figure 13 :Courbe d'ýquilibre pour &, = 17.de noter que les pilotes savaient que le comportcment
I de eel appareil est tr~s sensible et pcu fid~le pour ces

-stal~c, - - - instable divergent, condition paricli~e de vol et de braquage des gouvernes.
a,-. instahle oscillatoire
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et de montrer les potentialitds de la m~thode sur un cas
rdel.

00

¶A0
00

r

10 to t (s) 50

Fgr17Mouvement sur un tore.

0

-- -~- 7.QUELQES RMAR UES A PROPOS DES
C OM ME A NDES E S VOL_100F 11n'estypas dans le propos de cette communication de

traiter de l'dlaboration des lois de commande pour les
102 t(5) ýO yj~st~mes non lin~aires. Cependant, compte tenu de lois

ecommande linA-aires on non lin~aires (d'apr~s leur
Figure 1S Vrille calme pour 8, variant de -20o A 00 formulation ou par I'introduction d'dldments non

lindaires) dornndes, on peut se demander si ]a mdtbodo-
logi'e ddveloppde pour l'avion naturel est encore appli-

w - cable a l'avion piotd. Plus prdcis~ment, si les lois de
cornmande entrafnent la disparition de certaines bifur-
cations du syst~me, ne risquent elies pas de cr6er de

'050.nouvelles instabilit~s?

Mdme sans employer le terme de bifurcation ces
0 -probkmes de commande sont le souci de nomn~reux

V chercheurs et des rdsultats importants sont d'ors et d~jAV VVVVdisponibles dans ]a litt6rature.

.45, V ans ce paragraphe, on s'intdresse au syst~me (1) pour

inddpe~ndanteccItl'H a et qu'elle est rcbouclde sur I dtat
sclon la relation:

U=G(XP)

Ia fonction G, dtant continue, ddrivable dans les m~mcs
conditions que F et t6ventuellement non lindaire. Le

~/ j;* .1 ~ ~vecczeur P repr6scnic les nouveaux paramn~tres dui
~ P J syst~me en boucle ferm6e, caractdristiques de la loi de
L comnmaiidc & faire varier de faqon quasistatique

10 t t () 50De part )a d6finition de U, il apparaic quc tout 6quili-
bre

Figure 16 :Vrille agit~e. 
90

Outre ccs quclques illustrations, cette Mzude a permis est aussi dquilibre du syst~me en boucle fermte et
6galement d'estuner I'influcnce de noiiibreux paraml. r~cipt q uernent; la loi de commande ne modifie pas les
tres tels que: diats A'&uuulibre dui systtme original. Par contre, ]a

stabilit6 des solutions est diff~rente et des orbites
leI d6placement dui centre de ~ravit6 de P'appareil driodiqucs peuvent disparaitre ou apparaftrc suivant la

en dehors de son plan de symni eri sur les vrilles, Formulation de G(X,P).
l a poussfe,

-Ics couples gyoscopiques dus aux moteurS, 7.1 Conimandes de vol llndaires
*certains codhicienits alrodynamiques, Une illustration de l'influcnce de commande dc vol

-A



fin~aires sur une avion de combat est prdsentde par 'naturelles" lorsque le concepteur les introduit volontai-
Planeau~x [29]. rement dans le syst~me en vue de r(~aliser un objectif

don~n6. Elkes sont 'accidentelles" quand elles surviennent
Cette loi de la forme: incidemment du fait que tous les 616ments intervenant

dans une chaine de commande ne sont pas naturelle-
(U=KX) mnent 1indaires (butdcs, saturations, hystdr~sis).

Par exemple, un gain nWest g~n~ralement pas constant
a pour but de modifier l'apparition de la divergence de queule que soit l'ampbitude d u signal d'entrde. On peut
l'oscillation de ddrapage. alors se demander qu'elle est I'influence de la saturation

trasvesals a netre I'nstbilt~ urvent sur le cornporterncnt du syst~mc lorsqu'il est soumnis A
Gouvernes taseslsa ute 'ntblt rvn des perturb~ations de grande amplitude.
pour un braquage de la profondeur voisin de -I9*. En
assimilant les gains dle la bou~cle de contr6le A des Sanis oublier de mentionner les travaux, entre autres, de
paranmtre du syst~me, le processus (de continuation Hirai [301, Holmes 1311 et Mitobe 132), l'application de
permet d'une part de suivre lapparition de la bifurca- la theorie des bifurcations au cas simple suivant peut
tion de Hopf en fonction de la p rofondeur el des gains laisser augurer d'intdressants d6veloppemnents ult6rieurs.
et, d'autre part de montrer que l'e ffet d'iun gain lineaire
nWest pas necessairement lin~aire (figure 18). Soit un syst~me diff~rentiel Iindaire du second ordre

instable en boucle ouvcrte, d'amortissement (,, et
pulsation w, Ce syst~me est stabilis6 par un retour en

20 -vitesse (figure 20).

"1.0 stable

0.6 

qiin

00 .Z221

6. Figure 20: Syst~me du second ordre instable et stabilis6

Figure 18 :Evolution de l'instabilit6 de l'oscillation de envts.

d~rapage en fonction de la profondeur et d'un gain de L'analyse lindarisfe:
la boucle de contr6le. §+(2C,.0W0 +k)V.w 0

2 e

Au delA de la nouvelle lhmite de stahilit6 de l'avion
muni de sa loi de commande, if est A noter quc l'ampli- mlontre que le gain k joue sur l'amortissemcnt du
tude des orbites p~riodiq ues est dgalcment influenc~c syst#-me en boucle- fermde.

par e gin e l bocliLorsq uc le pain passe de la valeur zero A la valcur (k)
qui realise lamortissement souhaitd, ii existe donc une

20 valeur critique (k,) pour laquelle l'amortisscmcnt est
nul; le syst~me en boucle fermde poss~de alors deux
valeurs propres imaginaires pures.

Supposons maintenant que Ie gain k est non lindaire et,
pour faciliter Ies calculs analytiques, de [a forme:

k(.S) 2 Wk(.)harctan n

cc qu corrspondi unc saturation adoucie en vitesse.
0- 2 - is

6. I1 est aisA- de montrer qu'une orbite pdriodique instable
6. apparait au de1A do point de Hopi. Lorsque Ie gain

vatie cette orbite entoure le point de fonctionncment
Figre 9 :Efft d gan sr Iampituc mximledes stabilisA, du syst~me eni boucle ferm~e et peut 6ventuel-Figue 1 Efet d gan sr I'mpltud maxmal leent subsister pour Ia valeur du gain choi~ie pour

orbites pdriodiques (ddrapage unieplement) en foniction obtenir one "bonne" rtponse du systeme vis a vis des
de Ia profondeur. Petits moo'vements (figure 21). Dans ce cas particulier,

de dimension 2, l'orbite instable reprdsente a fronti~re
Cet exemple simple montre quc la m~thode d'analyse du domaine de stabilitit du systi-me command&
globale de stabilitd a dgalemcnt ]a possibilit6 d'amltlio- ApiueAu odedavo ecma yiu
non lina worhesmnsi doi d d commanercrtde mes~me rn instable en lateral et stabilisd par des retours satur6s en
nonlitmnt iaires mn eli ecmad eecm vitesses de roulis et de facet et, 6.galement en braquage

Pidtmen fi~aies.des gouvernes transversales, ]a description de l'orbite
712 Comimandes de vol non lnarsperiodique instable entourant Itepoint de vol (figure 22)
Dans Its commandes dc vol, Its non-lindarit6s peuv~ert stabiliqd donne une prcmitre infrormation sur la robus-
apparaitre de fa~on naturelle oo accidentelle. flBcs sorit tesse de la loi vis A vis de perturbations 133]. Contraire-



ment A 1'exemple precedent, l'orbite instable nWest plus Muni d'un moyen de calcul des comportements asvmp-

maintenant qu'un element de la frontiere du bassin totiques et en faisant 1'hypothese de l'hyperbolicitl des
d'attraction. solutions, ii est possible de construire directement la

frontinre de stabihitd en reunissant les varietds stables
des solutions stationnaires instables situ6es sur la/?mp~sfronti~re cherchee 1371.

Atitre d'exem le, apr~s avoir d6termind les deux points
d'6quifibre sta le, (0., 0., 0. et (-7.45 -7 45 -7 45) et le
point d'equilibre instable (- .45, -2.4Y', -2'.45) d U systme
suivant:

- i= -x+y

-. A l: -2y -x2  -0.1IX3

0 A

la m~thode utilisde A 1'ONERA permet de construire
Figure 21 : Amplitude de la solution asymptotique du directement la frontiere de stabihite du point d'dquilibre
syst~me en foniction du gain non lineaire.stbe(gue2)

-stable - -- instable --- instable oscillatoire

Figure 22 :Etat d'dquilibre stabilisd et orbites p6riodi- 80
ques pour un avion de combat typique.32

*point d'6quilibre stabilis6, - -- orbite instable,
- orbite stable0

Yai -320

8. DOMAINE D'ATJRACTION DES ETATS D'E- Figure 23 :Vue partielle de la frontiere de stabilitd.
QUILIBRE

Le problitme gendraJ de ]a d~termination du dornaine Lorsque le syst~mc est de dimension plus dlevdee la
d'attraction d un point d'equilibre stable d'un syst~rne rcprdsentation graphique de la fronti~re de stabilit6
diffdrentiel autonome est 6tudi6 depuis ]ongtcrnps. pre senute des dipfcult6s. Cependant, sa projcion dans
synthese des differentes m~thodes employees. s
r -alisde dans [341. Parmi celles ci, il y a lieu de distn uS de os Fsaces particuliers fournit des informationsdhoi d t- utiles 138 (fgu re 24). A noter q ue cc resul~tat est
nover clies autres.n oidssrl t~red ip similaire dccux obtenus par une approximation dunov t le autes.domaine d'attraction au moycn de poly~drcs et pr~sen-

La. thdorie de Liapounov est tr~s g~enrale et trts t6s dans [36]
puissante. Ndanmoins son efficai itd d-pend beaucoup r
du choix d'une "bonne" fonction de Liapounov et, dtant 6.00- -~-

fondde sur des conditions suffisantes de stabilit6, elle pfsj
ne donne accits qu'A one sous partie, g~ndralement
convexe, du domaine d'attraction d'un point d'6quili- 0. - > (2"20,43)
bre. ~0 (s -

P' ur contourner la difficult6, G6ndsio et al 1341 propo- FES3 ..-

scnt tine mdthode fondte sur l'int~gration A reboors do -12.00
sys(tme differentiel A partir d'un ensemble de points

sices ansle oiinag du point d'dquilibre et apparte- 1.0-- -

nant au domaine dattraction, Plus recemment ces 2000 6000 100 140.0 $0
mdthodcs on( dtoe amcniddes par deuK contributions
J35,36J dans lesquclics les auteurs cherchent A constr-
uire un sous. domaine d'attracf ion constituts par Figure 24 Projection dc Ia fronti~re de stabilitd entre
l'ensemble des points du systitmes situ~s A on temp~s
fini du point d'Equilibre stable considtrd. Dans [3611le les deux points
sous domnaine esi approchd par on poly~dre et une d'dquilibre stables (PESi et PES3) dans Ie plan (p, r)
application adronautique est prdsentde.



9. CONCLUSION 5. Ross, i.A. et Beecham, L.J., "An approximate
Lorsqu'un avion evolue avec tine forte dynamique ou/et analysis of the nonlinear lateral motion of a slender
A grande incidence, l'importance des non-lin~aritds des aircraf (HP1l5) at, low speed", ARC R&M 3674,
dquations de la mecan ue du vol et du niodele adrd- 19.
namique rend la pr6 iction du comprte en
l'appareil delicate. Gdn6ralcrncnt, ces phases de Vol 6. Padfield, G.D., 'The application of Perturbation
sont A-tudicdes au moyen de nonibreuses simulations Methods to Nonlinear Problems in Flight Mechla-
nurn6riques avant de les aborder en vol. nics", PhD Thesis, Cransfield Institute of Technolo-

Face a cette difficult6, de nombreux chcrcheurs se sont gy19.
attachds A traiter ces problenies de fay;n partielle en 7. Adams W.M., "SPINEQ: A Program for Determi-
appliq uant, de fa'qon analytique et sur des systtmes ning Aircraft Equilibrium Spin Characteristics

siplfis de dimension rd~duite, des ni~thodes classi- Inc uing St ability, NAS A TM-78759, 1978.
ques d'dtude de la stabilit6 de systemes d'dquations

diffdrentielles non lineaires. Maigre l'intdrdt de ce type 8. 1.aburthe, C., 'Une nouvelle analyse de la vrille
d'approche pour apprdhender un phdnomene corn- basde sur l'exedrience fran 'sse sur les avions de
plexe, he hyothý-ses simplificatrices n6cessaires nuisent combat' dans Stall/S pin Problsems of Militar Air
souvent eA Ia qualit6 du rtsultat. craft", AGARD CP 199, Papier n* 15A, 197T

Parall~lement A l'accroissement des capacitds de calcul 9. Schy, A.A. et Hannah, M E "Prediction of Jump
des ordinateurs, le d~veloppement de ]a thdorie des Phenomena in Roll-Coup)ling kaoueso ipa
bifurcations a montrd Ia voie vers une mdthodologie ne", J. of Aircraft, Vol.14, avril 1977.
gli bale d'analyse du comportement asymptotique des
systemes differentiels non lindaires quelconques. 10. Schy AA. Young, J.W. et Johnson K.G., "Pseudo-

stat Analysis of Nonlinear Aircrah Manoeuvers",
I 'Mppcationde cete metodologe auxavionsperme NASA P75,180

Id'expl;-aicit de. nobeuxe p~hodnomienexvs trs iers, AAT 15,90
simples et complexe avec la n~me jrockdure de 11. loos, G. et Joseph, D.D., "Elementary Stability, and
calcul et sans avoir beonde recourir A es hypotheses Bifurcation Theory", Springer Verlag, New York,
simplificatrices et A des simulations exhaustives. Quant 1980.
A la corrdlation avec les essais en vol, elle confirme
brillaminent les predictions (sous r6serve, toutefois, 12. Guckenheimer, J. et Holmes P., "Nonlinear Oscilla-
d'utiliser un modale d'avion de bonne quahitd). tions Dynamical Systems and Bifurcation of Vector

Fields", Springer verlag, New York, 1983.
Dans le but d'affiner encore l'analyse en se rappro-
chant les plus possible de syst~mes plus complexes dl 13. Kubicek, M. et Marek, M., "Computational Methods
apparait que cette mtthodologie est susceptible d'aider in Bifurcation Theory and Dissipative Structure",
6nalementl A Ia compre-hension de l'action de chaines de Springer Verlag, New York, 1983.
ptlotage, m~me simples, sur le comportement global du
sste me. Dans IC meme esprit le recherche du domaine 14. Guicheteau, P., "Etude du comportemeat transitoire

d'attraction des dtats d'e uilibre stable. permet d'ablor- d' un avion au voisinage d'un point de bifurcation"
derl'nalsedescopo'lements transitoires. dans "Unsteady Aerodynamics - Fundamentals andder analse ds copoýApplications to Aircraft Dynamics", AGARD CP

De p art ces capacites actuelles et potenfielles, cette 396, Papier SlO, 1986.
medtfhodo logied 'etude globale des systemes differenritelsest dejA tr s utile pour analyser le comportement des 15. Keller, H.B., "Numerical Solution of Bifurcation and
avions. Dans l'avenir, elle devrait 8tre appliouee A Nonlinear !Eigenvalue Problems" dan "Applicaion
d'autres systtmes complexes tels, par exemple, des of Bifurcation Theory", Academic Press, New York,
missiles, des helicopteres ou des sous marins. 1977.
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DECOUPLING OF AIRCRAFT RESPONSES

David J. Moorhouse
Wright Laboratory

Wright-Patterson AFB OH 45433-6553
United States

Introduction new coupling of aircraft responses.

The theory of aircraft stability is Background
at least as old as powered flight.
The original impetus was to design Very shortly after the Wright
the configuration to have acceptable Brothers flew, aircraft designers
characteristics. Flight control standardized on a configuration of
technology was next applied to aft-mounted elevator (then
tailor, i.e. improve, the classical stabilator) and rudder and wing-
response characteristics; a yaw mounted ailerons. Together with the
damper being a simple example. More propeller or jet-engine thrust, this
recent flight control technology has arrangement gives four effectors to
provided the means to change the control six degrees of freedom. In
character of the aircraft response so matrix notation the equations of
that it no longer exhibits the motion are written
classical behavior of a short period,
a phugoid, a Dutch roll, a roll mode x= x + Bu
and a spiral. With additional
control effectors and the use of The state vector, x, contains some
feedback there is an infinite number form of the basic six degrees of
of ways to change the basic stability freedom. The matrix A contains the
and response characteristics, stability derivatives which can

include both natural airframe
Pilot preferences are also well characteristics and terms due to
established, however, so that care is stability augmentation. The control
needed in implementing any vector, u, has the four terms
theoretical improvements. The discussed above plus two zero terms
technology exists to provide the for conventional aircraft. Control
pilot with the capability to of the z- and y-axis is then implicit
individually control all six degrees through changes in the angular
of freedom. Obviously, a requirement states. This is obviously typified
for a pilot to integrate six by using pitch attitude changes to
different control effectors would be control flight path. This is natural
likely to increase his workload. In to pilots, but it is possible to
that sense decoupling all six axes postulate conflicting requirements
would be detrimental. Conversely, for nose pointing independent of
any unwanted coupling that can be flight path control in combat. We
eliminated should reduce the pilot can complete the u vector with the
task. addition of Direct Lift Control (DLC,

z-force) and Direct Sideforce Control
The Wright Laboratory has had a (DSFC, y-force). Next, we can devise
series of flight demonstration an augmentation scheme
programs that have evaluated new (theoretically, at least) to make A
technologies in the most realistic and B essentially into diagonal
tasks. First an F-16 was provided matrices. The pilot could then have
with the additional control effectors control of each axis independent of
to allow independent control of all all the others:
six degrees of freedom. A variety of
control modes was mechanized, so that xj = a
the pilot could evaluate both coupled
and decoupled modes. Following a This can be considered perfect
subjective in-flight assessment, a decoupling, although it remains to be
ground-based piloted simulation seen whether a pilot would consider
experiment was performed to evaluate it perfect. In addition, given the
all modes for both offensive and same control effectors an infinite
defensive combat use. Second, an F- number of ways exist for integrating
15 was modified to facilitate precise (i.e. coupling) the additional
landing in adverse conditions. A capabilities to produce
special short landing mode was unconventional responses.
implemented to feature decoupling of
airspeed and glideslope responses Direct Force Modes for Combat
plus the integrated coupling of
direct lift and sideforce control. Each of the flight control modes
This paper presents results from both shown in Figure 1 was evaluated
these programs, to illustrate the qualitatively in the flight programs
benefits of either decoupling or a of References I and 2. The A. mode

a..r



changes the flight path without
the conventional pitching motion to limitations of the visual system, the
change angle of attack. The change target was programmed to move in
in fligh't path was felt to be either vertical or lateral
essenti rl, with the potential benefit translations with various
of sor deception in the lack of acceleration levels. In this way the
pitch .cues. The 01 mode changes pitch experiment was kept reasonably "pure"
attitude without any change in flight - tracking the vertical target
path angle. This was assessed as an motions with the longitudinal modes
offensive mode, the only possible and the lateral Potions with the
defensive benefit would be through directional modes.
deception, but it would be vulnerable
unless combined with other
maneuvering. Finally the 0 1 mode
commands vertical velocity without The data can be viewed in one of two
changing pitch attitude. For short- lights; by making a mode-by-mode
duration control inputs this mode comparison of tracking performance,
should be similar to the A, mode. pilot rating and commentary for a
Each of the above three modes particular target m-reuver or set of
decouples the pitch and normal axes. maneuvers (e.g., a'± elevation
An additional Maneuver Enhancement targets) we can evaluate the effect
mode used DLC to "quicken" the of direct force control capability in
conventional load factor response to the tracker airplane on offensivc
pitch changes. Overall, nornc of the performance. Conversely by comparing
longitudinal modes were considered to the type of target (i.e., elevation
have any strong defensive potential or azimuth) and target authority with
for a gun encounter, tracking performance, ratings and

commentary we can determine the
The AI mode controls directional impact of target motion on task
flight path with wings level and zero performance and workload. An
sideslip angle. This mode has been increase in rms tracking error, a
shown to be advantageous for ground degradation in ratings, or both
attack, however, there is some indicates the target's defensive
possible defensive potential from the effectiveness.
ability to turn without first banking
the airplane. The Oamode changes yaw Piloted Simulation Results: Offensive
attitude without changing flight path
and is equivalent to the Q•lmode. The Figures 2 and 3 show tracking

2. mode commands lateral velocity performance for various elevation and
without changing yaw attitude. This azimuth target acceleration
mode was felt to have more defensive capabilities, respectively, for each
potential than any other mode, tracker mode. For the baseline case
especially if combined with other the pilots were bnly able the keep
maneuvers. This mode could be the target within the pipper (25 mils
commanded through the rudder pedal, radius) for a quarter of the 12 runs
with conventional responses available against elevation targets (Fig. 2).
through the side-stick. As an Both the A, and ME modes show improved
example, the pilots particularly performance over the baseline mode
liked the ability to translate out of for vertically-acceleratinq tarqets.
a banked turn The pilots were able to maintain the

target within the pipper for almost
Following the initial assessment all of the runs when using the A. or
above, it was decided to evaluate the ME modes. Pilot commentary states
modes quantitatively in a motion- "the mechanization through the
based simulator. The task was to sidestick" and "the quickened g
track as aggressively as possible a response" of the ME mode, and "the
computer-generated target which excelle,.t dead beat pitch response in
maneuvered according to either fine tracking" were the primary
computer-generated or pre-recorded reasons for the improvement in
motions using similar control modes. performance. For elevation target
The pilots were required to give a capabilities of less than ig pilots
pilot rating according to the Cooper- tracked with the A. mode alone. This
Harper scale, i.e., rate task was possible since mode authority atperformance not the aircraft the flight condition was + lg normal

configuration or flight control mode. acceleration. For larger target
Thus, by comparing appropriate runs a authorities pilots had to blend in
difference in pilot rating could baseline response through the
indicate an effect of target motions sidestick controller, though pilot
on the tracking task or an effect of commentary states "the pilot had no
the tracking aircraft's flight problem blending the A, mode through
control mode. Pilot comments were the trim button and conventional
also used as aids in interpreting the baseline response through the side-
pilot ratings. stick". Even so, pilots "preferred

mechanizing the direct force control
The overall objective of the through the conventional sidestick
simulation effort was to generate controller (i.e., the fully
basic data on pilot use of the integrated ME mode) over having to
different modes. Based on the prior use a secondary controller (i.e., the
assessment plus consideration of the A. mode)".
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Tracking results in Fig. 2 show a "satisfactory". A mnde on the rudder
significant improvement when using peda. was a good way to mechanize
direct lift control modes as compared that mode since it is "consistent
to the baseline mode. This with the way pilots are trained to
observatinn is supported by the pilot fly". Pilots use the conventional
ratings (Figs. 4a and 5a) and rudder for directional heading
comments. Almost all of the runs for corrections, and the A mode also
the A. mode against various ele,.ation changes heading. Comments on the
targets are rated Level 1 (Fig. 4a). baseline and the ME mode versus
Level 1 indicates "the pilot has azimuth targets are identical to the
satisfactory task performance and comments for the modes versus
workload". Similar results are found elevation targets, although ratings
for the ME mode (Fig. 4a). For the are no better than fcr the baseline
baseline mode a majority of the aircraft.
ratings are Level 2, indicating "the
pilot can still accomplish the task In summary, results from the
but he must increase his workload to offensive evaluation of the direct
do so". The A. mode on the other force control mode show that the
hand, had a "deadbeat pitch response" blended direct force mode in the
resulting in a "stop where you tracking airplane (i.e., ME) improves
release", removing the problem of the tracking performance while
having to put in additional control lowering the workload. The open-loop
to stop the pitch response from direct-lift mode shows similar
overshooting the target. The ME results, with commentary (but n,-. rms
mode, which automatically blends the error or pilot rating) indicating a
direct lift control, has the same further improvement in fine tracking.
favorable characteristics as the A. The open-loop sideforce mode does not
mode, resulting in a decreased pilot show the same tracking improvement
workload (i.e., lower pilot ratings) compared to the baseline as does its
evident from the pilot commentary, longitudinal equivalent. This is

partly due to an increased task
Figs. 3, 4b and 5b show the effects complexity for the azimuth target
of direct sideforce control tracking task. Controller
capability on tracking performance mechanization of the ME mode blended
and pilot rating for an azimuth step through the sidestick received very
target with various lateral favorable pilot comment, as did
acceleration capabilities. Again the mechanizing the A mode through the
ME mode shows an overall improvement rudder pedals. The A. mode on the
in tracking perfo-mance as compared button was acceptable, but pilots
to the baseline. In order to track preferred to command all the direct
the azimuth target the pilot must force modes through the conventional
bank the airplane and then track the controllers, removing the control
target with pitch. Hence, tracking harmony problems frequently
an azimuth target is essentially a encountered when using a secondary
pitch tracking task. The ME mode controller.
"improves the baseline pitch
characteristics", resulting in Piloted Simulation Results: Defensive
improved performance and ratings.
The ratings and performance for the Since the same response capabilities
azimuth target tasks are generally were programmed into the target
worse than for the elevation targets motions, if the target motions cause
due to an increase in task complexity a degradation in tracking performance
over the elevation target tracking or pilot rating, we interpret this to
task. The A mode results indicate indicate defensive potential in that
the pilot can only maintain the target motion. Figs. 4 and 5 are
pipper near the target for 1 out of 6 plots of pilot rating versus
runs. Pilot ratings for the A mode increasing target acceleration
task performance lie between 6Yand 7 capability for an elevation target
(Figs 4b and 5b). A rating of 6 and an azimuth target. There is a
means "adequate performance requires lot of scatter in the results, as may
extensive pilot compensation" with be expected - on a given run there is
the airplane having "very objectional an element of luck in whether the
but toierable deficiencies". For a pilot acquires and stays with the
pilot rating of 7 the pilot "cannot target. In addition, there is no
achieve adequate performance apparent difference due to the mode
regardless of pilot workload". A of the tracking aircraft, so the
"major deficiency" is present results are included together in
requiring improvement. Pilot Fig. 6.
commentary for the baseline and ME
mode against azimuth targets disclose Vertical translation magnitude shows
that "the pilot must correctly blend no consistent effect on pilot rating
3 control inputs to follow the target (Fig 4a). Vertical target
motion". This increases the pilot accelerations from 1/2 to 4g produce
workload resulting in the degraded pilot ratings between 2 and 5 for all
ratings. longitudinal modes, with the majority

remaining Level 1. Even the worst
rating indicates that "acceptable

Pilot commentary indicates the performance can be achieved",
mechanization of the modes was although the workload of the pilot

S



tracking that target has to be increases in workload that are caused
increased. This is also supported by by the pilot having to coordinate
the mean pilot ratings of both pilots multiple control inputs. In applying
for all elevation targets for a control technology to improve
particular mode (Fig. 5a). Typically handling qualities, it would appear
the elevation target motions were fruitful to address any condi*icsnc
considered as "a simple, single-axis that require a pilot to coordinate
pitch tracking task as long as no his inputs in more than one axis. A
inadvertent roll/yaw inputs are good example of this requirement is
made". Pilots learned that minor the coordinated stick and throttle
roll/yaw inputs created enough of a inputs required to achieve a
lateral offset from the target plane precision touchdown. It is
of motion to dramatically increase instructive, first, to consider an
the complexity of his task. To effect from theory of constrained
correct the lateral offset they stability. For a conventional
sometimes had to blend 2 and 3 aircraft the longitudinal motion can
control inputs to get back in the be separated into two distinct modes.
target's plane of the motion. The short period mode consists of
Another consideration is that maximum angle of attack and pitch attitude
elevation target acceleration exceeds variations and is well damped, while
any probable direct lift control the phugoid consists of lightly
authority, even though it is still damped variations in airspeed and
less than the normal load factor pitch attitude. The common
capability of modern fighters. The approximation for the phugoid mode
implication is that pure elevation gives a system damping of
maneuvers by the target are not going 2•- X=
to be effective defensively. 2 ý4jn

from which the time constant of the
By contrast, Figs. 4b and 6b show oscillatory phugoid amplitude
that alternating azimuth steps are envelope is
much more effective defensive r
maneuvers. Scatter again is evident, P -

with the ratings varying from 3 to 7; Now, if the pitch attitude is held
however, a third of the results are constant, the normal longitudinal
in the Level 3 region (Fig. 6b). equations reduced to:
This worst rating indicates, of =0
course, that acceptable performance (S - XX)-- CX 0
cannot be achieved regardless of how
hard the pilot works. Pilot comments Z LL + (5 -
also indicated an "increase in task LL ( ,)OC

complexity" relative to tracking the The result is that the classical
elevation step targets. The modes became an approximate "angle of
difficulties of tracking were attack short period" and an
expressed as: "the azimuth target approximate "airspeed phugoid" mode.
forced me to simultaneously blend the The time constant of this aperiodic
three axes of airplane response in airspeed mode is
pitch, roll and yaw in order to match - -1/
the target motions". Thus although o.
the experiment was simplified into a i.e. half the time constant of a
single-axis target maneuver, the classical phugoid. The two different
pilots were faced with a multi-axis responses are compared in Figure 7.
tracking task and found the workload It is seen that even with the reduced
often unacceptable. Finally, and time constant the aperiodic mode does
rather surprisingly, as little as not give the pilot any appearance of
1/2g azimuth target acceleration airspeed stability, whereas the
produced pilot ratings of 7 while oscillatory mode shows a significant
increases up to 4g produced no initial reduction in the airspeed
further degradation in pilot ratings. perturbation. Because of the

frequency separation of the two
It is interesting to note that direct modes, the normal pilot action of
force control capability in the tightly controlling pitch attitude to
tracking airplane shows no maintain the glideslope is equivalent
appreciable improvement in task to holding attitude constant and can
performance or pilot rating against be expected to generate the aperiodic
the azimuth targets although this airspeed mode. It i, -;ggested that
capability gives improvement in both the apparent lac- I lir.speed
performance and pilot rating against stability in the Dd:c mode
elevation targets. Hence, we induces overcontr e larger
interpret these results to indicate power changes t.ir -,sary to
that lateral maneuvering (i.e. y-axis correct an airsp' . :- insient.
translation) effectively increases
defensive capability due to the Thus, when we look at the effect of
drastic increase in complexity of the constraining the pitch axis, the
tracking task for the pursuing theoretical result is that the speed
airplane. axis is more stable. The practical

effect is that there is less apparent
Precision Landing stability to the pilot and there is a

natural tendency to produce over
The preceding section indicates the control and coupling of the two axes.
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This is typified by the requirements stabilator to rotate the aircraft to
for a carrier landing. The generate lift to climb. The flight
requirements are met with carrier- path response is non-minimum phase,
based guidance, and either a manual i.e. initial motion is opposite to
or coupled approach using a flight the final motion. For the SLAND
control system known as an Approach mode, therefore, Direct Lift Control
Power Compensator System (APCS). was incorporated to produce a
Reference 3 analyzes and documents minimum-phase flight path response.
development problems with APCS: It can also be shown that this
"Trial and error is the essence of application reduces the conventional
the design procedure now employed in lag of flight path response to pitch
APCS development. While such a rate. This also should make
procedure is usually to be avoided glideslope control easier for the
and certainly not condoned, it has pilot. The S/MTD glideslope control,
proven necessary and reasonably therefore, incorporated the latest
effective under the circumstance". control technology to make it the
Each new aircraft is the subject of best it theoretically could be for
intense development to meet the manual control. This makes the
operational requirements. The evolution of pilot reactions very
current APCS implementations are interesting.
angle-of-attack based which implies
coupled airspeed and flight path First flight of this mode produced
responses. Quoting from Reference 3: very negative pilot reactions,
"The basic manual control technique, especially concerning ride qualities.
involving operation of both stick and It was characterized as a carnival
throttle, emphasizes the necessity of ride, not like an airplane, and he
using thrust plus attitude as the even felt something that seemed like
combined means of maintaining direct lift! To the engineers it was
reference airspeed and angle of obvious that the pilot was high gain
attack on the glide slope. The (old) and exciting the unusual
notion of using throttle to control characteristics.
altitude and nose attitude or stick
input to control airspeed is pointed A later flight was performed in
out as not being wholly valid in all reported winds of 18 kts gusting to
situations along the approach". Navy 24 kts. Even in these severe
pilots do confirm that their training conditions the pilot reported that it
is concentrated on learning the was not as bothersome and that
required coordinated inputs. Note, precise touchdowns were possible
however, that the APCS throttle (with pilot compensation!)
inputs are to an angle-of-attack
reference, as are conventional Then back-to-back landings were made
autothrottles. There is an obvious to measure touchdown dispersion in
steady-state correspondence, but such the new (SLAND) mode and also in a
mechanizations do nothing to reduce control mode with conventional flying
the short term coupling tendencies. qualities. With this comparison,

done in turbulence conditions, the
A different approach was directed for pilot found that SLAND mode was much
the Wright Laboratory's STOL & easier and offered a significant
Maneuver Technology Demonstrator decrease in pilot workload over
(S/MTD, References 4 and 5), because conventional characteristics. Even
of a primary requirement to land in so, the pilot still commented on the
less than 1500 ft. In-flight thrust "unusual flying qualities".
reversing provided a high bandwidth
control capability in the x-axis. Two flights later, wind shear
Airspeed was used as a direct encounters gave another boost in
feedback parameter, so that airspeed pilot confidence. On back-to-back
was held constant independent of landings, a wind shear was
stick input. once the aircraft is encountered about 200 ft above the
"on speed" there is no reason for runway as the pilot was concentrating
pilot input into the speed axis; at on the touchdown point for the
the same time a speed change precise landing. With the
commanded by the pilot does not conventional mode, the aircraft
produce a pitch transient. The above dropped approximately 75 ft before
approach to decoupling pitch and the pilot arrested the sink rate by
airspeed control was implemented in a applying power. The pilot also
Short Landing (SLAND) mode of the commented that he was continually
S/MTD control laws. Reference 4 working to control airspeed and angle
documents results of a piloted of attack throughout the landing. In
simulation effort performed to define the SLAND mode, the control system
the optimum value of pitch axis quickly arrested the disturbance
bandwidth for tracking the glidepath caused by the wind shear with the
that was used. This mode was aircraft losing less than 25 ft.
designed using multivariable
techniques (see Reference 6). Figure The final flight of the program
8 shows the decoupling achieved using completely convinced the pilot of the
different orders of compensator. value of the new technology. A short

landing was performed at night using
The conventional aircraft configur- only on-board guidance (Reference 7),
ation produces a downforce from the no runway lights and simulating a
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breakout from weather at 200 ft above
the runway. After this successful References
demonstration, the pilot said that
the integration of the total system 1. McAllister, J.D., et al, "Fighter

was wonderful and certainly much CCV Phase II Report - Detail
better than the sum of the individual Design", AFFDL-TR-76-119,
would indicate. He also commented October 1976
that day, VFR testing was not
indicative of the system's true worth 2. Barfield, A.F., B.W. VanVliet and
- the approach to a totally black D.C. Anderson, "AFTI/F-16 Advanced
airfield was no more difficult that a Multimode Control System Design
simple video game. for Task-Tailored Operation",

AIAA Paper No. 81-1707, August
In summary, pure decoupling of 1981
airspeed control from glideslope
control was designed to simplify the 3. Craig, S.J., R.F. Ringland and
landing task in adverse conditions. I.L. Ashkenas, "An Analysis of
All flight test programs buildup the Navy Approach Power Compensator
severity of the tasks, but the Problems and Requirements",
initial pilot reactions from flights Systems Technology Inc., STI
in benign conditions were very Technical Report No. 197-1,

negative. In a demonstration March 1971
program, it was easy to continue
without questions or reviews and 4. Moorhouse, D.J., D.B. Leggett and
reach the final successful approval. K.A. Feeser, "Flying Qualities

Criteria for Precise Landing of a
Conclusions STOL Fighter", AIAA Paper No. 89-

3390, August 1989
For conventional, fixed-wing aircraft
the stability and control 5. Moorhouse, D.J., J.A. Laughrey and
characteristics are well established. R.W. Thomas, "Aerodynamic and
Flight control technology is able to Propulsive Control Development of
alter or tailor these characteristics the STOL and Manoeuvre Technology
with an infinite number of Demonstrator", AGARD Conference
possibilities. This paper has Proceedings AGARD-CP-465, October
discussed two different Wright 1989
Laboratory applications of control
technology. For combat use, direct 6. Moomaw, R., and Lowry, D.,
force control modes were beneficial "Application of Multivariable
offensively when they were integrated Control to tie STOL and Maneuver

to simplify pilot control actions. Technology Demonstrator", AIAA
Decoupled responses were not liked. Paper No. 87-2403, August 1987
Such modes were beneficial
defensively when they could be used 7. Moorhouse, D.J., "Design and
to generate out-of-plane maneuvers Flight Test of On-Board Guidance
and force a more complex task on the for Precision Landing", AIAA Paper
attacker. For this application, the 91-2641, August 1991
defensive maneuver could be open loop
so that a decoupled mode would be
acceptable.

The second application consisted of
pure decoupling of airspeed control
from glideslope control for precise
landing. Simple analyses show that
this approach improves the "apparent"
stability of the aircraft response
and eliminates the requirement for
the pilot to coordinate inputs in two
axes. Initial pilot reactions were
very negative until some experience
was acquired. Landings in adverse
conditions finally produced
enthusiastic pilot comments about the
reduced pilot workload that
accompanies not having to coordinate
two different control inputs.

Finally, this paper has attempted to
show how pilot likes and dislikes can
guide the development of control
strategies. The theoretical
possibilities are unlimited for
tailoring aircraft stability, in its
broadest context. The pilot is still
the final judge.

8.
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OFFENSIVE DEFENSiVE

PRIORITY PILOT COIiENTS PRIORITVT I PILOT COMHENTS

Direct Force: "'Well damped, good authority "change in flight path
AN1 (High)for tracking, quick response, 2 (High) essential'.AN stop on release, no oscilla-

t ion".

"Well damped, command "good path response, ease ofE 2 (High) ithrough sidestick, cut down I (High)'command via sidestick".
characteristic pitch bobble,
gross acquisition is good".

deadbeat response, Aycomtrol "advantage in turn without

AW 3 (High) via the rudder pedal is 3 (High)lbank, no visual cues,
I'satisfactory". unconventional".

Fuselage Pointing: "potentially high priority if "does not change flight path
mechanized automatically, poo might be good for deception iff

al, 81 / (Low) as currently mechanized arJ 1S (Low) large enough pitching/yawing
controlled". Imotion can be generated, vul-
Ic nerable unless combined with

__ path changes".

Translation "authority limited, authority "if authority is attainable,
mismatch due to greater unconventional response

c a B 15 (Low) authority in baseline 4 (figh)1 coupled with minimal visual
2 2 response, might be good vs. icues, lateral motions have

Ia/c with similar capability". Imore Potential than longitu
F~d inal".

Figure 1. Pilot Assessment of Coupled/Decoupled Modes
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SFigure 2. Tracking Error vs Elevation Targets Figure 3. Tracking Error vs Azimuth Targets
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BL: Baseline Flight Condition
ME: Maneuver Enhancement Mode : Pilot SK
An: Direct Lift Mode Q: Pilot MP M .8h =20K ft
Ay: Direct Side Force Mode : Both Pilots R = 1000 ft
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Figure 4. Pilot Rating vs Target Acceleration Figure 5. Pilot Rating vs Tracker Mode
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mode X~16

a,

436

*phugold (Vu P

Figure 7. Comparison of Periodic & Aperiodic Responses

Velocity and pitch rate due to a velocity command
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Velocity and pitch rate due to a pitch rate command
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Figure B. Decoupling with Five- and Two-State Compensators
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Discussion

SESSION I - QUESTIONS & ANSWERS (PAPERS 8, 10, 11)

PAPER 8: G BERKOOS by the aircraft during the right test, one must be careful
as under special conditions (in operational operations, for

Question: example) the real aircraft may exhibit this behaviour.

Two fundamental characteristics of active control are Question:
measurement error and delay in applying control forces.
Does your approach to controlling the flow take these Which were the four unsteady aerodynamic coefficients
factors into account? in your set of 12 parameters?

Answer: Answer:

Noise comes into the model in a very natural way. The four unsteady coefficients are:
namely through the tree boundary term. therefore, as
long as noise is not overwhelming we do not think it will - C, ,, (lift)
be a problem. The delay in applying central forces is - C1 -. C. .... C mm (moment coefficients)
accounted for in the model that gives us the control
vector in phase space, (neglecting the computation time Question:
which will be much smaller than the turbulent time
scales). How critical to your spin predictions is the accuracy of

aerodynamic coefficients'?
Question.

Answer:
In order to implement your control scheme for a
turbulent boundary layer, you have to sense where you The accuracy needed for 'good' predictions is not the
are in the phase space of your loci dimensional same for all the coefficients. Some of them are very
dynamical model. Could you outline how you go about sensitive. We have to study this problem using
doing this? aerodynamic coefficients as parameters, but the results

are not within the scope of this presentation.
Answer:

Question:
We plan to have an array of hot film wall mounted
sensors. These sensors give the wall shear rate. The shear Is asymptotic stability analysis sufficient, or can the
rate footprint is then decomposed into the footprints of aircraft get in trouble before?
the different eigen functions and thus an estimate for the
phase space point is obtained. Answer:

PAPER 10: Ph GUICHETEAU It is not sufficient to study asymptotic states, but it is a
first step. Transient motions are now being studied at

Question: ONERA.

Car you predict all spin modes of an aircraft? Vertical Question:
wind tunnel tests or flight tests can never be sure!

Can you study the behaviour of a stable or unstable point
Answer: to find the rates? A slow stability may be unattainable.

and a slow instability may be flyable.
The methodology can predict almost all (because of the
absence of results about asymptotic states for a set of Answer:
general nonlinear differential equations) behaviour of the
used model. Flight dynamics experience on several For strong stability or instability, transient behaviour in
aircraft help to look for all the spin modes. Obviously. a the vicinity of the equilibrium point is provided by eigen
vertical wind tunnel tests is not failsafe and this is one of value analysis and associated eigen vectors. For weak
the tasks of aerodynamicists. Also, flight tests are not stability states or bifurcation points nonlinear
completely trustworthy, but, if a 'catastrophic state' approximations are used to study or predict the motion
found with numerical prediction has not been exhibited (see f 141)..a.
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In practical situations, the designer must choose his own Question:
boundary of stability (which is different from
mathematical definition) considering handling quality We saw a PIO of the F-15 on the ground. More PlOscriteria (for aircraft). However, he must be careful when continue to appear (e~g., YF-22) after having discussedreducing the domain of interest, the topic for a decade and claimed to have found the

solution. Were the time relays in the digital system above

Question: 120ms? If not, what caused the PlO? How was it cured?

How certain are you about, spin type predictions which Answer:
were not measured in a lab?

First, I have strong prejudice that equivalent systems
Answer: time delay should be less than 100 msecs. There was no

PIO in the STOL F-15, the film showed a large pitch
We are not very confident about spin modes which are oscillation after touchdown that was caused by unsteady
not measured in a wind tunnel. To reduce the ground effect/jet interactions. It was cured by adding
uncertainty, the aerodynamic model has been measured damping through pitch rate feedback.
over a wide range of the state domain: -

Question:
- 100 < a < 900
- 400 < B < 400 In this F-15 there were many possibilities for control,

e.g., pitch could be controlled using thrust vectoring,
and numerous values of angular rates representative of canards, tailerons, etc. How did you select the
angular rates encountered during spin (see [281). The combination of controls for each task? Judgement or
inverted spin modes were out of the scope of the study. some kind of systematic analysis of all possiblities?

PAPER 11: D J MOORHOUSE Answer:

Question: There were 22 control effectors, but not all were
available in all flight regimes. The integration was done

There was a preceding aircraft which could land within more by judgement than a rigorous optimization
500m: the SAAB Viggen. It had a high-sink procedure.
undercarriage to land without flare, within 105m of the
runway threshold. Did the F-15 landing approach have COMMENT ON PAPER 11:
flare? This makes precision touchdown much more
difficult. While reporting results as a function of roll rate (P,) and

roll angle (0,)for fixed sting angle of attack (c)
Answer: completely specifies the variable motions of the wind

tunnel experiments, it is suggested that a better
The STOL and manoeuvre F-15 did not perform a understanding of the flow physics would be gained by
straight-in approach, it did flare and the flare guidance showing results as functions of the wing angle of attack
was programmed on the head-up display. (cc), sideslip angle (B), and associated rates ('.B) as

well. Static effects are best viewed in terms of wing at
Question: and flow asmmetry (B). while dynamic effects are

separate functions of rotary motion (P,) and flow
A difficulty with the Viggen was control on the ground. adjustment lags ( [.B). [The latter effects are analogous
At what speeds could you use thrust reverser on a wet to the distinct effects of q and ao in longitudinal motion.]
runway? How was control on the ground exercized? Cross flow effects are quite different on left and right

wing panels -- in fact, for 65' sweep angle, the leeward
Answer: wing experiences reverse flow for high oa and 0,; this

would be more apparent in the (a, B) description.
Thrust reversing was scheduled to prevent hot gas
ingestion, but was active down to 40 knots. A good
paper was published on the Viggen problems and we
used some of the lessons learned, such as YAW rate
feedback to nosewheel steering. For the STOL F-15,
direct sideforce was commanded by the rudder pedals on
approach, after touchdown sideforce was commanded by
lateral stick into the wind (natural pilot action). This
reduced the crosswind effects by 50%.

, .
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BOUNDARY LAYER TRANSITION:
PREDICTION AND WIND TUNNEL SIMULATION

D. Arnal
CERT/ONERA

Aerothermodynamics Department
2 avenue E. Belin

31055 TOULOUSE CEDEX - FRANCE

SUMMARY overview of the transition problems, and of the
This paper gives a survey of theoretical and prediction methods which are currently available for
experimental results related to the problem of engineering purposes,
boundary layer transition ; emphasis is given on
applications of practical prediction methods. In the An overall picture of the boundary layer development
first part of the paper, it is shown that the linear is shown on figure 1. From the leading edge to astability theory can provide a good estimate of the certain distance XT, the flow remains laminar. At XT,
transition location if the free stream disturbance level turbulent structures appear and transition occurs.
is low enough ; the difficulties to properly simulate From XT to XE, there is a noticeable change in the
free flight conditions in ground facilities is boundary layer properties. The transition process
underlined. The second part of the paper is devoted to involves a large increase in the momentum thicknessthe problem of boundary layer tripping in the 0presence of large external disturbances ; in this case
the linear theory no longer applies and empirical displacement thickness 81 = HO exhibits a more
criteria need to be developed, complex evolution. The skin friction coefficient Cf

increases from a laminar value to a turbulent one, the
I INTRODUCTION latter being in some cases an order of magnitude
Since the classical experiments performed by 0. larger than the former. It is obvious that the location
REYNOLDS (1883), the instability of laminar flows and the extent of transition depend on a large range of
and the transition to turbulence have maintained a parameters, such as external disturbances, vibrations,
constant interest in fluid mechanics problems. This pressure gradient, roughness ...
interest results from the fact that transition controls
important hydrodynamic quantities such as drag or When a laminar flow develops along a given body, it
heat transfer. The objective of this paper is to give an is strongly affected by various types of disturbances

generated by the model itself (roughness, ...) or
existing in the freestream (turbulence, noise, ...).

S(X)These disturbances are the sources of complex
-.. a ler mechanisms which ultimately lead to turbulence. In

50un l URSU~L_•.r fact, two kinds of transition processes are usually
LWNAR TRANsmcn ! considered

a) If the amplitude of the forced disturbances is
small (low freestream turbulence level for
instance), one can observe at first two-
dimensional oscillations developing downstream
of a certain critical point. After a linearamplification of these waves, three-dimensional
and non linear effects become important,
inducing secondary instabilities and then
transition. In these cases of "natural" transition,
the transition Reynolds numbers are usually very
large.

b) If the amplitude of the forced disturbances is
X I large (high freestream turbulence level, large

Xr X1 roughness elements), nonlinear phenomena are
immediately observed and transition occurs a

Fig. I - Boundary layer development short distance downstream of the leading edge of
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the body. This mechanism is called a "bypass", in four real parameters R, a , a and (o, where R is the
this sense that the linear stages of the transition REYNOLDS number.process are ignored (bypassed), (see MORKOVIN,
/I/).

Both aspects of the transition mechanisms will be a 102 Cr
discussed successively. Section 2 is devoted to the 0.4 0.8
problem of "natural" transition. After a short
description of the transition processes, applications
of the so-called "en method" are given. Typical 0.2
examples of transitions induced by large disturbances
(bypass) are given in Section 3.

2. "NATURAL" TRANSITION - R81
01

2.1. General Description of the Transition 0 5.. . 1, ,
Mechanisms

a) Linear stage - As it was pointed out, the instability Fig. 2 - Stability diagram (BLASIUS flow)
leading to transition starts with the growth of two-
dimensional disturbances, the existence of which
was first demonstrated by the now classical The ORR-SOMMERFELD equation was solved by
experiments of SCHUBAUER and SKRAMSTAD, many authors. The results of such computations are
/2/. In fact, the existence of small, regular represented on figure 2 for the BLASIUS flow. All
oscillations travelling in the laminar boundary layer the parameters were made dimensionless with the
was postulated many decades ago by Lord freestream velocity Ue and the displacement
RAYLEIGH (1887) and PRANDTL (1921). Some thickness 51 so that RS1 = Ue~l/V. The figure
years later, TOLLMIEN and SCHLICHTING
worked out a linear theory of boundary layer shows some curves of constant amplification rate a
instability, so that the waves are usually referred to in the (a, R81) plane; curves of constant frequency
as the "TOLLMIEN-SCHLICHTING waves" (TS
waves). Nevertheless, the linear stability theory o) are not represented for clarity. The curve a = 0 is
received little acceptance, essentially because of a called the neutral curve ; it separates the region of
lack of experimental results. The measurements of stable (a < 0) from that of unstable (a > 0)
SCHUBAUER-SKRAMSTAD completely revised disturbances. There is a particular value of the
this opinion by demonstrating the real existence of REYNOLDS number below which all disturbances
the TS waves. decay; it is the critical REYNOLDS number, R8lcr,
A complete account of this linear stability theory is which is equal to 520 for the BLASIUS flow.
out of the scope of this paper (see MACK, /3/, for
complete information). Only some of the basic In three-dimensional and/or compressible flow, the
features will be briefly described. problem becomes more complex, because the most

unstable disturbances are oblique waves. For the
In two-dimensional, incompressible flow, it is sake of simplicity, let us consider first the simplest
assumed that the TS waves can be expressed by example of three-dimensional flow, i.e. the flow on a

swept wing of constant chord and infinite span. qp is
q=A(y)expfax)exp[i (ax- 0)t)l (!) the sweep angle, x and z represent the directionsqIl Fr =y-0normal and parallel to the leading edge, respectively.

q represents a velocity or a pressure fluctuation; a, Relation (1) is now replaced by:
a and (o are the spatial amplification rate, the
wavenumber and the circular frequency, qA=(y)exp(ox)exp[i (ax + 1z- cm) (2)
respectively. Introducing (1) into the linearized
NAVIER-STOKES equations leads to a system of The previous expression contains the assumption that
ordinary differential equations, the combination of there is no amplification in the spanwise direction.
which gives the well known ORR-SOMMERFELD An important parameter is the wavenumber direction
equation. Due to the homogeneous boundary
conditions (the disturbances must vanish at the wall 1 = tan"(13/a). At each chordwise position, one
and in the freestream), the problem is an eigcnvalue has to compute the value of the amplification rate a
one. When the mean velocity profile U(y) is
specified, a non zero solution of the stability for each value of W. 4VM will denote the most
equations exists for particular combinations of the unstable direction, i.e. the wavenumber direction

associated with the largest value of a.
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In compressible flow (at least for free stream Mach One has to keep in mind that the non linear phase and
numbers Me larger than 0.6), the problem is quite the breakdown process occur over a relatively short
similar, even for two-dimensional mean flows ; in distance. For typical flat plate conditions, the
this case, the value of xVM is no longer equal to 00 as streamwise extent of linear amplification covers
for low speed flows, but it takes a value which about 75 to 85 per cent of the distance to the
depends essentially on the local free strcam Mach beginning of transition. This explains that calculation

methods based on linear theory only (en method,
number. For instance, WM is close to 700 for paragraph 2.2.) give good results for predicting the
Me = 3. transition location.

U.

20 30 Breakdown
waves wQves

Fig. 3 - Overall picture of the transition process

b) Secondary instability, breakdown, turbulent spots c) Receptivity - It has been shown that the
In order to illustrate the downstream evolution of the development of the TS waves can be correctly
TS waves, figure 3 presents an example of smoke predicted by the linear stability theory. The main
visualization obtained by KNAPP et al., /4/. A problem is now to explain the birth of these waves,
laminar boundary layer develops in natural i.e. to establish the link between their initial
conditions on an ogive nose cylinder aligned with the amplitude A0 and the forced disturbances. The
freestream. It can be seen that the two-dimensional concept of receptivity, introduced by MORKOVIN
TS waves take the fOrTh of concentrated bands of /7/, describes the means by which these forced
smoke around the cylinder (left part of the sketch), disturbances (sound, freestream turbulence) enter the
These "rings" become more distinct as they move laminar boundary layer and impose their signature in
down the body, indicating the existence of a strong the disturbed flow. If they are small, they will tend to
amplification. When the initially weak disturbances excite the TS waves, which constitute the normal
reach a certain amplitude, their evolution begins to modes of the boundary layer. Recent works by
deviate from that predicted by the linearized theory : GOLDSTEIN /8/ and KERSCHEN /9/ have shown
the waves are distorted into a series of "peaks" and that the receptivity process occurs in regions of the"valleys". As the flow proceeds downstream, this boundary layer where the mean flow exhibits rapid
pattern becomes more and more pronounced- changes in the streamwise direction. This nappens
CRAIK, /5/, used a weakly non linear theory in near the body leading edge and in any region farther
order to explain the appearance of this peak-valley downstream where some local feature forces the
system ; his model was consistent with some boundary layer to adjust on a short streamwise length
experimental observations, but was inoperative in scale.
other cases. More satisfactory results were obtained
by HERBERT, /6/, who developed a R= Up to now, receptivity studies were restricted to two-
secondary instability theory based on the FLOQUET dimensional disturbances (sound, two-dimensional
theory. convected gusts ...). In many practical situations,

however, the forcing disturbances are three-
Further downstream, non linear mechanisms become dimensional. In such cases, the receptivity
dominant. The peak-valley system gives rise to a mechanisms are unknown. The only available
vortex filament (horseshoe vortex), which breaks information come from experiments and illustrate the
down into smaller vortices, which again break down effect of the freestream disturbances amplitude on the
into smaller vortices. The fluctuations finally take a transition REYNOLDS number RxT. Figure 4
random character and form a so-called "turbulent shows the evolution of RXT as a function of the
spot" : it is the transition onset. In the transition
region (between XT and XE, figure 1), the turbulent freestream turbulence level Tu = Z'eSUc, where'6c is
spots are swept along with the mean flow ; they the rms value of the freestream disturbances. At first
grow laterally and axially, overlap and finally cover sight, the experimental data seem to collapse into a
the entire surface. single curve and it is clear that transition moves

rapidly upstream when Tu increases. However, as

8
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Tu becomes small, RXT reaches a constant value
10-6 RxT which depends on the experimental set-up: this

5 t value is about 2.8 106 for SCHUBAUER-
SKRAMSTAD, /2/, and 5 106 for WELLS, /10/. In

a Welts fact, sound component controls transition when Tu is
. ¢chubauer_.Skramstod very small and the effect of "true" freestream

. S b rturbulence (vorticity fluctuations) can be only
A Boltz. Kenyon -Allen observed at values of Tu greater than 0.1 10-2. On

3 v Hallo Histop the other side, TS waves arc never observed as soon

x Dryden as Tu exceeds 2 or 3 10-2: transition becomes
"*" triggered by "bypass" mechanisms.

"2.2. Transition Prediction: The en Method

x •a - Two-dimensional, incompressible flows

Let us recall that the general expression of a

100 Tu Tollmien-Schlichting wave is:vX

o = z q= (y)cxp(ox)exp[i (oax - t)

Fiq. 4 - Effect offreestream turbulence on For a given mean flow, it is possible to compute a

transition Reynolds number stability diagram (figure 5) showing the range of
unstable frequencies f as a function of the streamwise
distance x. Let us consider now a wave which
propagates downstream with a fixed frequency f.

F This wave passes at first through the stable region;
it is damped up to x0, then amplified up to xl, and it
is damped again downstream of xl. At a given
station x, the total amplification rate of a spatially
growing wave can be defined as

x

SA ln(A/Ao) J d x (3)
x0

A is the wave amplitude and the index 0 refers to the
streamwise position where the wave becomes
unstable. As an example, figure 5 shows total
amplification curves corresponding to various
frequencies. The dashed line represents the envelope
of these curves, which will be called n :

n = Max(In (A/A0)) at a given x (4)
f

The so-called en method was developed
independently by SMITH-GAMBERONI /11/ and by
VAN INGEN /12/. SMITH and GAMBERONI
compared the theoretical value of the n factor with
transition locations measured on airfoils ; in all

"4 X cases, transition was found to occur when n = 9 ;
this means that turbulent spots appear when the most
unstable frequency is amplified by a factor A9 . The

Fig. 5 - Typical stability diagram in physical same result was obtained by VAN INGEN, with a

coordinates - Definition of the total slightly lower value of n (7 to 8).
amplification rate and of the envelope
curve The en method is currently used for the case of

natural transitions. The success of this method is
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I n (A /A,,)

certainly due to the fact that many experimental data 10 (f fKHz)

are obtained in wind tunnels where the disturbance _ ___16

environment is similar, at least for low speed flows ; 20
in particular, the freestream turbulence level is
usually rather low, let say Tu = 01 %. For larger
values of Tu, the n factor at transition onset 24
decreases. MACK /13/ suggested an empirical
relationship between Tu and the value of n at ihe
transition location /31

n =-8.43 - 2.4 In Tu (5)

For Tu < 10-3, sound disturbances may become the 0 0.5 x(m)
factor controlling transition rather than turbulence
and relation (5) may give poor results. On the other Fig. 6 - AEDC cone experiments in free flight
side, if Tu = 2.98 10-2, relation (5) implies that conditions
n = 0, i.e. transition occurs at the critical Reynolds
number. It is the bypass limit.

b - Three-dimensional and/or compressible flows 10 106. The measured transition oitset is located at
x = 0.55 m; this gives a value of 4he n factor close

Let us recall that it is now necessary to take into to 9. Similar computations have bx.en performed for
account oblique waves, because the streamwise other configurations; in all caszs, the transition
direction is not always the most unstable one. Due to locations were correlated with n factors between 9
the appcarance of this additional parameter, several and 11, so that it can bc assumed that the value
strategies can be used to compute the n factor, see n = 10 is a more or less "universal" value for free
discussion in /14/ for instance. The numerical results flight conditions. The problem is to know if similar
presented in this paper have been obtained with the values can be reached in wind tunnels, i.e. iU" wind
so-called envelope method. At each streamwise tunnel experiments can properly simulate free flight
location and for a fixed frequency, the disturbance conditions.
growth rate is maximized with respect to the
wavenumber direction, i.e. the total amplification
rates are computed with o(WM). In other words,
relation (3) becomes :

x 1.1i Me

ln(A/AO) =I d, ( ×/C

00 0.2 0.41 0!6

with a (xM) = Max (a)

N
The en method is then applied as in two-dimensional, 15-
incompressible flows. b b /

10- a

2.2. Applications of The en Method

a -AEDC cone in free flight conditions 5 ransition

This 10-deg sharp cone, 1.1 m long, was mounted // X/C
on the nose of an F-15 aircraft and flown at Mach 0
numbers from 0.5 to 2, and at altitudes from 1 500 0 0.2 0.4 0.6

to 15 000 m ; transition was detected with a surface
pitot tube which was displaced along a cone ray
(FISHER and DOUGHERTY, /15/). As a typical
example, figure 6 shows the total amplification rates Fig. 7- CASTIO airfoil in the 72 wind tunnel
computed for four frequencies at a free stream Mach
number Moo = 1.3 for free flight conditions
corresponding to a unit Reynolds number close to
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b - CASTIO airfoil in the 72 wind tunnel The experimental results obtained in both wind
tunnels are reported on figure 9, where the transition

The en method was also used in the case of a two- location is plotted as a function of the free stream
dimensional airfoil in transonic flow. The velocity Qoo. These results are compared with
experiments were carried out in the pressurized T2 theoretical curves associated with several values of
wind tunnel of CERT/ONERA /16/. The model is a the n factor. It app-ars that the flow quality in the F2
CASTIO airfoil with a chord C equal to 0.18 m. wind tunnel (n zz11 at transition onset) is slightly
Figure 7 shows results obtained in the following
condit'.ons : free stream Mach number better than in the FI wind tunnel (n= 8 to 9 at
M 00 = C.73 ; angle of attack = 0' ; chord transition onset), even if the free stream turbulence

Reynolds number Re = 4 106. The upper part of level Tu is practically the same (Tu = 0.1 %). A
the figure shows that the local Mach number is close spectral analysis of the frc. ziicam velocity
to 1. Two theoretical curves are presented on the fluctuations would be necessary to understand these
lower part of the figure; they give the evolution of differences. It must be noti' _d, however, .hat the
the n factor as a function of the streamwise distance. flow quality in both facilities is good enough to give
Curve (a) was computed by solving the compressible a satisfactory simulation of the free flight
stability equations ; the n factor is about 9 at the environment.
beginning of the measured transition region. This
means that the flow quality of this wind tunnel is
rather good, since the value of n is close to the value 0.3 m
corresponding to free flight conditions. Curve (b)
was deduced from incompressible stability
computations, i.e. the free stream Mach number was (0)
set equal to zero. The stabilizing effect of
compressibility is rather strong, since it reduces the hot films
amplification rates by a factor 2 !

c - ONERA D airfoil with a cambered leading edge

The next example is a three-dimensional, low speed
configuration. The model is an ONERA D air(Joil fstg
equipped with a cambered leading edge, figure 8a.

The experiments were carried out in the Fl and in the
F2 wind tunnels at Le Fauga-Mauzac Center near \\\N 7
Toulouse. In both series of experiments, the wing
was mounted on a half fuselage with an angle of Fig. 8 - ONERA D airfoil with a cambered leading

sweep (p of 490 and an angle of attack of - 20. Ten edge - a) Airfoil - b) Experimental
hot films were used to detect the transition location arrangement in the 12 wind tunnel
(figure 8b). Detailed results in the F2 wind tunnels
can be found in /14/,/17/.

1

X /C n=11 ol F1 }Wind tunnels
10 * F 2

SF2Computations

0.5 
0

9
8

010
- Qa•(ms"1 )

0 40 80 120

Fig. 9 - Comparison between predicted and
measured transition locations

av
_ _.. . . . . . . . . . . . . . ... .. . .... . . . . . .. . . .
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d - Two-dimensional flat plate flow at high Mach to low values of the n factor, between 2 and 4. Many
numbers examples could be given for illustrating the fact that

in conventional hypersonic wind tunnels, the
Systematic stability computations have also been transition Reynolds numbers are several times lower
performed for flat plate flows on adiabatic walls for than those which are observed in flight conditions.
supersonic and hypersonic Mach numbers; the The reason of these discrepancies are now well
detailed results can be found in /18/. Figure 10 known : in the conventional wind tunnels, the

transition Reynolds numbers are strongly reduced by
---- Mack the noise radiated by the turbulent boundary layers

+ Chen and Malik developing along the nozzle walls. As a laminar
-6 Presn cboundary layer is less noisy than a turbulent one, a

10-' Rx Present computations possible solution is to delay transition on the nozzle
walls. This was done in the "quiet tunnel" developed

n= 10 at NASA Langley with a free stream Mach number
1/ ./ M = 3.5 /22/; by reducing the noise level by one

15 //or two orders of magnitude, n factors close to 10
/ 8/" were obtained on cones and on flat plates.

3 TRANSITIONS INDUCED BY
10- 6BYPASS MECHANISMS

It has been shown in the previous paragraph that the
linear stability theory, associated with the en method,

, can give a fairly satisfactory estimate of the transition
4 location, provided transition is triggered by the

" - breakdown of instability waves. But these waves no
longer appear when the amplitude of the forcing
disturbances is too large, so that the problem

• ,*20 0 becomes more complex. As there is no general
0 •bypass theory, it is necessary to develop different

criteria for each type of bypass (the word criterion
0 - must be interpreted as a more or less empirical
0 2 4 6 Me correlation between boundary layer and flow

parameters at transition onset). In this paragraph,
two examples of transitions induced by a bypass

Fig. 10 - Application of the en method for flat plate process are described ; the first one is the problem of
flow on adiabatic wall : Mach ntmber boundary layer tripping by large roughness elements,
effect the second one deals with leading edge

contamination.
shows an application of the en method illustrating the
effect of Mach number on the transition Reynolds
number. The stability results were used to compute 3. 1. Boundary Layer Tripping By Isolated
the theoretical streamwise Reynolds numbers Roughness Elements

Rx = -ex which correspond to different values of We first consider the problem of boundary layer
VC tripping by large roughness elements embedded in a

the n factor. The dotted lines represent thcorctical supersonic laminar boundary layer. The experiments
results given by Mack /19/ for n = 4.6 and 6, and have been performed on a flat plate in the R2Ch wind
the crosses correspond to computations performed tunnel at Chalais-Mcudon /23/. Figure 1 I presents a
by Chen and Malik /20/ for Me = 3.5 and n = 2, 4, typical wall visualization of the flow pattern around
6, 8 and 10. If it is assumed that transition occurs for and downstream of a large, three-dimensional
a fixed value of the n factor, each curve represents roughness element (sphere). A group of horseshoe
the evolution of the transition Reynolds number vortices initiates ahead of the tripping device and
when Me increases, develops around it. The "legs" of the vortices remain

parallel to the main flow direction up to a certain
It has been noticed previously that the value of n at distance L from the roughness element. At this point,
transition onset is of the order of 10 for a low one can observe the onset of a "turbulent" wedge
disturbance environment, at least for subsonic or which spreads slowly downstream. The exact
transonic flows. The problem is to know if similar mechanism of this breakdown is not very well
values of n are observed at high speeds. The solid known.
symbols in figure 10 represent experimental data
obtained at ONERA by Juillen /21/: they correspond
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3.2. Leading Edge Contamination

vortices turbuIent" To introduce the notations, figure 12 shows a sketchvortces XT wedge

Z of a circular cylinder placed at a sweep angle (p with
respect to the incoming flow. The free stream

_-O.. X

Fig. 11 - Example of wall visualization using Q
thermosensitive paint

When the roughness size k increases (for fixed wind Fig. 12 - Attachment line flow on a swept cylindert
tunnel conditions), the distance L first decrcases.
This movement can be described by the empirical
correlation proposed by Potter and Whitfield /24/.
However, as k exceeds a critical value kcff (effective
roughness height), L reaches a constant value Lmnin velocity Qo, has a component U., = Q00cosqp

which depends on many parameters such as the normal to the leading edge and a component
Mach number, the wall temperature, the roughness Wo = Q0osinp parallel to the leading edge. Z is the
location ... This means that for k > keff, the apex spanwise direction and X the direction normal to it.
of the turbulent wedge remains fixed at a constant X = 0 corresponds to the atttachment line, which is
distance Lmin from the tripping device, a particular streamline which separates the flow into

one branch following the upper surface and another
Van Driest and Blumer /25/ performed a series of branch following the lower surface. If it is assumed
experiments in order to deduce empirical correlations that the potential flow does not exhibit any spanwise
between Rkeff, Rxk are the Reynolds numbers based variation, the free stream velocity components Ue
on keff and the roughness element location xk, and We in the X and Z directions are given by:
respectively. The measurements were made on cones
for Me between 1.9 and 3.65; they have been Ue= kX (8a)
correlated with the following relationship: We = Wm constant (8b)

Rkeff = 33.4 1 + M2 If this cylinder (or a swept wing the leading edge of

which can be represented by such a cylinder) is in
contact with a solid wall (fuselage, wind tunnel

-091Taw -Twl R1/ (7 wall ... ), it has been observed that the large"°'0.81L T Rx 4 k turbulent structures coming from the wall may
develop along the attachment line : it is the so-called

leading edge contamination.

Te, Tw and Taw are the static temperature, the wall
temperature and the adiabatic wall temperature. Vax. A leading edge contamination criterion was proposed
Driest and Blumer assumed that (7) was also by Pfenninger/27/ and then verified by many authors
applicable to flat plates by using Mangler's (U28/,/29/ for instance). It is based on the value of a
transformation, which simply consists in replacing Reynolas number R defined as:
the coefficient 33.4 by 33.4 (3) 1/4 = 44. Vignau
/26/ demonstrated that the modified cormlation R
largely underestimates the effective roughness height R = We, with rI = (v/) 112  (9)
for flat plate flows, because Mangler's
transformation is valid for mean flow properties, but For R > 250, leading edge contamination occurs:
it cannot be used for stability and transition the turbulent structures coming from the wall become
problems. self-sustaining; they develop in the spanwise

direction as they arc convected along the leading and
the whole wing can be contaminated. They are
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damped and disappear for R < 250 ; in this case, 
12-9

the attachment line flow remains laminar. The leading Attachment --
edge contamination process is an example of bypass line
in this sense that the value R-=250 is much lower ....

than the linear critical Reynolds number of the
attachment line boundary, layer which is close to 600. ---

To illustrate the leading edge contamination process, 1
we present typical results obtained by Amal and F,,s
Juillen in the Fl wind tunnel at Le Fauga-Mauzac
Center /30/. The wind tunnel speed can be varied
from 0 to about 100 ms- 1. The stagnation Z" Arbitraryscal, Film
temperature is the ambient temperature, but the
stagnation pressure Pi can be prescribed between I A
and 3 bars. I t°

B

Airfoil D

0 0.04 0.08 0.12 - f(s)

Fig. 14 - Hot films outputs (Qe = 35 ms 1 )

"wZ Arbitrary scale Film

t~m 0

Test section (FI wind tunnel) I I ,

Fig. 13 - Experimental setup in the Fl wind tunnel

Figure 13 shows the shape of the airfoil as well as a D
sketch of the experimental arrangement. The model is
a RAI6SCI airfoil. The chord normal to the leading 0 0.04 0.08 0.12 t- ts)
edge is constant and equal to 0.5 m. The wing is
directly mounted on the wind tunnel floor; the Fig. 15- Hotfilns outputs (Qoo 61 ms"1)
thickness of the floor turbulent boundary layer is
about 10 cm. With a 400 sweep angle, the tip of the
model is 2 m above the floor. Z'w Arbitraryscale Film

The upper part of figure 14 shows the location of the ,,, A
four hot films (labeled A, B, C and D) which were "
used to detect leading edge contamination. They were
glued on the lower side of the wing, at one or two B
percent chord from the attachment line. The windI
tunnel speed was progressively increased in order to
determine accurately the leading edge contamination C
onset. The results which are described below wereI I
obtained for p =400, o = 100, P1 = I bar (a is D
the angle of attack). ,

0 0.01. 0.08 0.12 --- t (s}
The lower part of figure 14 presents typical hot film

signals recorded for Q.* = 35 ms"1 ; these signals Fig. 16 - Hot films outputs (Qoo = 64 ms-i)

8 .1
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represent the wall shear stress fluctuations rw, The 4 CONCLUSION

hot film A exhibits turbulent fluctuations which are Ia
generated by the floor turbulent boundary layer in This paper demonstrated that the problems associated
which the sensor is embedded, but the other three with boundary layer transition are numerous but that

many of them can be satisfactorily solved forsignals are of the lamninar type. For Qco = 61 ms-1 practical applications.

(figure 15), turbulent structures are observed on r
film B. The number of these "spots" decreases from On the theoretical point of view, the linear stability
film B to film C, then it remains constant. The theory constitutes a very efficient tool to understand
signals delivered by films C and D are essentially the fundamental mechanisms leading to a "natural"
characterized by the spreading of the spots which transition in a low disturbance environment. But lhe
develop along the leading edge: it is the beginning key problem lies in the understanding of the
of leading edge contamination. When the wind tunnel receptivity mechanisms and the exact relation
speed increases from 61 to 64 ms- 1, a comparison between instability and transition is not very well
between figures 15 and 16 reveals a rapid increase in known; these issues are fairly well documented for
the number of turbulent spots. For Qoo = 95 ms- 1, low speed, two-dimensional flows, but very little is

known about the receptivity and the non linearall signals have a fully turbulent character. mcaim fcmrsil n/rtremechanisms of compressible and/or three-
Similar measurements were done for several dimensional flows. We can expect that direct

numerical simulations would provide us with
combinations of (p, (x and Pi. The result is that interesting information in the next future.
leading edge contamination appears ford Even if all the transition mechanisms are not
R 251 ± 1 , and that the leading edge is fully completely explained, practical prediction methods

turbulent for R = 318 ± 22. These values are in need to be developed. In the case of "natural"
good agreement with those given by other transition, the en method gives surprisingly goodinvetgodatore t wresults to "predict" transition onset. This techniqueinvestigators. can also be used to give a measure of the flow quality
This rather simple criterion is valid for in ground facilities by comparing the value of the n
incompressible flows only. Poll /31/ made an factor deduced from wind tunnel experiments with
extension to compressible flows by introducing a that which is obtained in free flight conditions. GoodS~simulations can be achieved in low speed and
transformed Reynolds number R * which has the

Se t ttransonic facilities (n = 10), but high speed windsame definition as R, except that the kinematic tunnels cannot duplicate free flight conditions due to

viscosity is replaced by v* which is computed at a the noise radiated from the nozzle walls.
reference temperature T*. The validity of this If the breakdown to turbulence occurs without
criterion was checked by Da Costa /32/ and also by resorting to linear processes (bypass), the en rule no
Amnal et al /33/. longer applies, but empirical correlations ame

It must be kept in mind that leading edge available for design purposes. Two typical examples
contamination is the first problem :o solve for have been discussed in this paper (boundary layer
maintaining laminar flow over a wing : if the tripping by isolated roughness elements and leading
atttachment line boundary layer is turbulent, edge contamination). Fundamental experiments need
turbulence will spread over the whole wing, and the to be performed in order to reach a more unified
benefits of laminar flow control systems will be lost. approach of these problems. Let us note that wind

tunnel experiments dealing with bypass mechanisms
Poll suggested also that leading edge contamination are certainly representative of flight conditions, even
was responsible for transition on the windward face for high speed flows. This is due to the fact that the
of the Columbia space shuttle during reentry /31l/. large disturbances which trigger transition

overwhelm the effects of the residual fluctuations
which are naturally present in the free stream. In
other words, the flow quality is of less importance
than for "natural" transitions.
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Modeling Nonlinear Aerodynamic Loads
for

Aircraft Stability and Control Analysis

Jerry E. Jenkins
James H. Myatt

Wright Laboratory (WL/JIGC)
Wright-Patterson AFB, OH 45433-6553

U.S.A.

SUMMARY is at the heart of the stability and control problem.
Realistic representations of these interactions are

Results from systematic wind tunnel tests of the prerequisite for aircraft and flight control system design
dynamic roll behavior of a 65" swept delta wing at and evaluation. Maintaining sufficient fidelity in
moderate (15" to 35') angles of attack are reviewed, aerodynamic models (for the equations of motion) has
These tests, conducted in both the IAR 2 x 3 m low- become an increasingly difficult problem in the face of
speed wind tunnel and the 7 x 10 ft SARL facility at flight envelope expansion.
WPAFB, included static, forced oscillation and free-to-
roll experiments with flow visualization. Multiple stable 1.1 Mathematical Modeling
trim points (attractors) for body-axis rolling motions and
other hard-to-explain dynamic behavior were observed. A theoretical method for studying the nonlinear aspects
These data are examined in light of the nonlinear of the flight dynamics problem has been under
indicial response theory advanced by Tobak and his development by Tobak' and his colleagues since the
colleagues. The current analysis shows that force and 1960s. Their initial approach2 introduced two important
moment, free-to-roll motion, and flow visualization data new concepts: (1) a nonlinear indicial response and (2)
all confirm the existence of "critical states" with respect a generalized superposition integral. As with linear
to the static roll angle. When these singularities are indicial response methods, the idea is to represent
encountered in a dynamic situation, large and persistent aerodynamic responses (force or moment) due to
transients are induced. Conventional means of arbitrary motion inputs as a summation of responses to
representing the nonlinear force and moments in the a series of "step" motions. The nonlinear indicial
equations of motion are shown to be inadequate in these response, as opposed to its linear counterpart, accounts
cases. Alternative approaches based on simplification for changes induced by the motion history leading up to
of the nonlinear indicial model are briefly discussed. step onset. Under a wide variety of circumstances, the

summation of indicial responses approaches the
LIST OF SYMBOLS generalized superposition integral in the limit.

b wingspan (ft) Subsequently,3' results from the growing body of
C1, C. nondimensional body-axis rolling moment nonlinear dynamical system theory were used to greatly

and pitching moment coefficients strengthen the model. The key idea of these extensions
k reduced frequency, i.e. obt2U,. has been to accommodate the existence of "critical
I time (seconds) states," ie., specific values of the motion variables
U. freestreamn velocity (ft/sec) where discreAe changes in static aerodynamic behavior
o body-axis roll angle (deg) occur. These are singular points that require special
I time at step onset (sec) handling in the superposition integraL Critical states
(0 circular frequency (rad/sec) are important because potentially large and peristent

transient effects can be anticipated when they are
1. INTRODUCTION encountered in a dynamic situation.

Dynamic coupling between aircraft motion and Truong and TobakO have also demonstrated that, for
aerodynamic forces and moments acting on the aircraft static aerodynamic characteristics that are time-invariant,

. ..
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the nonlinear indicial response, together with the Table I
generalized superposition integral, can be derived Roll Attractor Locationm
directly from the Navier-Stokes equations. Thus not
only does the theory have a sound mathematical basis, Sting Angle (deg) Roll Angle (deg)

the physics of the aerodynamic contribution are 20 0
captured as welL There is still much work to be done,
especially for cases involving tame-dependent 25 11.5 I
equilibrium states. However, the theory is rich in its
ability to represent a wide range of physically realizable 30 0,1211
nonlinearities. 35 lii

Independently, Hanft6  proposed the "reaction 40 0
hypersurface' model. As opposed to the time-domain
indicial response model, the hypersurface is expressed friction in this degree-of-freedom. The resulting roll
in terms of a set of independent variables consisting of motion time-history is recorded. For the IAR tests,
the instantaneous values of the motion variables and mass was added to the moving part of the sting to
their time derivatives. It was, at its inception, de-igned increase its roll-axis moment of inertia. This was done
to be experimentally based and primarily intended for to ensure that the free-to-roll responses were in the
simulations of aircraft motion in nonlinear settings same frequency range as the force measurements (about
where the classical stability derivative approach breaks 7 Hertz).
down. More recent works has been aimed at
establishing the theoretical connection between the Two free-to-roll time histories for the 65" configuration
reaction hypersurface and nonlinear indicial response at 30' incidence, plotted in the phase plane, are shown
models. in Fig. 1 (taken from Ref. 8). Note that the trajectory

for the -66W release angle (solid curve) finds the stable
1.2 Experimental Investigations equilibrium point at about 0' roll, while the 57" release

trims at about 21%. Both trajectories pass quite close to
Experiments designed to study either of these attractors (21' and 0W respectively) with very low rates
mathematical models demand a dynamic test capability but do not trim there. This behavior was highly
(including an appropriate data reduction system) that can repeatable. Furthermore, the trajectories intersect at
efficiently collect the necessary nonlinear and time- several points. Similar intersections of phase-plane
dependent data. A large-amplitude high-rate roil trajectories (for wing-rock motions) have been observed
oscillation system,' developed by the Canadian Institute only when vortex breakdown occurs over the wing. 3

for Aerospace Research WAR), meets these Clearly, some phenomenon, not explicitly accounted for
requirements. in the two-dimensional phase-plane representation,

affects the motion. Persistent motion history effects,
Hanff and S. B. Jenkins'0 used this rig to study the roll perhaps related to vortex breakdown dynamics, that
dynamics of both a 65" delta wing and a 80"-65' require more than a knowledge of the instantaneous roll
double-delta wing at the TAR. Their experiments angle and roll rate are a strong possibility.
produced some extremely interesting results which
require further explanation. m.

The 65" delta wing configuration was found to have
multiple stable trim points in roll (depending on roll-
axis inclination) as reported by Hanff and Ericsson."
Atractor locations found in these tests are shown in ,
Table I. They argue (based on an analysis of the static
rolling moment data at 30" incidence) that asymmetric .j

vortex breakdown, induced by differing effective sweep • .IW

angles on each wing panel, is the root cause. However,
the dynamic behavior observed in "free-to-roll" . _. . -., , , .
experiments is harder to explain, although Hanff and 40 -is

Huang' 2 have shown that the i km& am ROLL ANGL, Pm (D.e.)

largely driven by the dynamics of leading-edge vortex
breakdown. Figure 1. Fresto-Roll TMJectorles

In free-to-roll tests, the model is given an initial roil Finally, forced oscillation motions about zero-mean ronl
displacement, then released by disengaging a remotely angle tended to produce distinctively differem rolling-
actuated clutch. The model is then free to roll about its moment responses than those measured for motiod with
body axis, restrained only by a small amount of bearing

-rV.
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non-zero mean roll angles.W° An analysis of the static the motion is to be held constant at #(T) theeafter.
and dynamic force data! suggested that this behavior
could be explained by the existence of critical states. 3. H1 the FrPehet derivative exists everywhere on a
This view was supported by evidence of extremely large time interval (i.e., for the range of motion variables
and persistent transients following encounters with the encountered on that interval) the generalized
suspected critical states. Static and dynamic effects superposition integral may be used to construct the
were of the same order. Transients were seen to persist net aerodynamic response over the interval. Thus,
for at least a quarter cycle at k = 0.08.

Follow-on wind-tunnel tests, using the 65" delta-wing 4(t) - C,[*(•);tO] +fc,[*(•);t, ]±d.
configuration, were conducted in the SARL facility at
Wright-Patterson AFB. These were designed to confirm Following the notation introduced above, the first
the iAR results and to further investigate the behavior term on the RHS is the rolling moment at time t
discussed above. resulting from the roll-angle variation 4) which is

the motion history prior to 4 = 0, and is held
In this paper, relevant aspects of critical state theory are constant at *(0) for all 0. The functional in the
discussed. An overview of the SARL tests is presented second term is the NIR, as defined above. In this
and SARL data confirming the existence of roll-motion case, r is the variable of integration and the time at
critical states are briefly reviewed. Significance of these step onset- Thus, the integral sums the effects of all
findings to aerodynamic modeling for application to indicial responses over the interval 0 to t.
aircraft simulation and analysis are addressed in the
final sections. 4. If, on the other hand, there are specific points,

T,, within the interval where Frkchet differentiability
L. Critical States - Theoretical Basis is lost (with a corresponding critical state, U, the

integration may not be carried beyond the instant at
Some key properties of the nonlinear indicial response, which a critical state is encountered without
pertaining to the present discussion, are summarized acknowledging the existence of the singularity.
below. The interested reader is referred to Refs. 1, 3
and 4 for a complete development of the theory. 5. Loss of Fr6chet differentiability is handled by

allowing the response to change discretely to a new
1. The nonlinear indicial response (NM) is state. Thus the integral must be split to isolate the
represented mathematically as a functional (to critical state, i.e.,
incorporate the motion history effect). C(0) C11(U;1,01

2. The NIR is a derivative (called the Frdhet
derivative) of the functional representing an f 'cj g); txl0dd
aerodynamic response in terms of its motion history. 0 o-d
It is the limit, as input step height goes to zero, of
the incremental response (due to the step input)
divided by step height. Following Tobak's + Cl[*(4);t, d. AC,(t;
notation,' the roiling moment due to an infinitesimal d.

step in roll angle is written

CIO() Cf,. ,I);t,T] where

where: AC,(t;O€) = Cf[O1 (4); t,re +E (2)

a) square brackets denote a functional, -_c I * (4); t,?,-CJ

b) the first argument is the independent AC, as given by Eq. (2), is the transient response
function defining the motion history (roil associated with #,. Note that it depends on the
angle in this case), and motion history from - to just beyond ,.

However, its effect persists for times t > -e
c) arguments following the semi-colon give,

respectively, the times at which (1) the 6. Fr•chet diferentiability may be lst in several
response is to be evaluated (observed) and ways.' A very important case is when tine-
(2) the step motion was initiated. inwriaN equilibrium flows lose their malytic

dependence on a motion paameter. There are at
Therefore, the function Oa) is to be interpreted as least two ways this can happen:
the motion history from t = -s to step onset, T, and
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(1) The static aerodynamic response can 0123456 I

parameter (possibly an indirect result of•
bifurcation). The response slope becomes or'

(2) There can be a change inf!low topology (a

change in the number of singular points in 0.75 L
either the external flow or in surface skin-
friction lines) when the motion parameter
reaches a critical value. Tobak et al.'
anticipate that not only will the equilibrium STA. A.
response cease to be analytically dependent
on the motion parameter at such points, but
there will also be, "a significant increase in
the time required for the ... response to
reach a new equilibrium state."

Flow-field structure changes are evident at the critical o.4
state in both cases. However, there is no net change in
the number of flow-field singular points at a fold (e.g.,
an asymmetric vortex system could be replaced by one YW 55

of opposite sense at a bifurcation point).
Figure 2. 65" Delta-Wing Moael

3. THE SARL EXPERIMENTS
Dynamic force and moment measurements were taken

IAR's high-amplitude high-rate roll apparatus was used with the model forced in constant amplitude harmonic
for the SARL tests. These experiments were conducted motion. Data were taken at 4.4 and 7.7 Hertz (k = 0.08
by Hanff and his IAR colleagues solely with the 65" and 0.14) to match TAR conditions. The TAR test
delta wing configuration (Fig. 2). results at these frequencies showed little tendency to

"track" the static data whenever the motion included
A comprehensive series of tests was conducted small roll angles.' Therefore, in the SARL experiments,
involving over 800 runs. Types of data taken along dynamic tests were also conducted at 1.1 Hertz (k =
with the range of test conditions are summarized in 0.02) to determine how these very large dynamic effects
Table ll. Since SARL is an open-return atmospheric approach quasi-steady behavior at low reduced
tunnel, the UAR Mach number, Reynolds number, and frequency.
reduced frequencies could not be matched
simultaneously. However, test conditions were chosen In addition, laser-sheet flow visualization data were
to match those at the IAR as closely as possible. Since taken using a high-speed video camera. Thus, a
model support systems for the two facilities are quite comprehensive data set that allows a coordinated study
different, the very good data correlation between tunnels of vortex dynamics (including breakdown) and the
at the low-speed condition eliminated the possibility of resulting unsteady aerodynamic forces and moments was
significant sting interference effects. created.

Table II
SARL Test Conditions

Test Type Roll Offset Amplitude Frequency Total AOA
(deg) (deg) (Hz) (deg)

Static Force -70 to 70 NA NA 15, 30, 35

Dynamic Force 0 to42 5 to40 1.1, 4A, 7.7 15, 30, 35

Free-to-Roll -65 to 65 NA "7.r 30, 35

Flow Vis. 0 to 42 5 to 40 0, 1.1, 4.4, 7.7 30, 35

-Iv



13-5

Free-to-roll experiments were also repeated in the SARL Two important events are noted:
tunnel. These data provide an independent check on the
accuracy of the dynamic force measurements (and the (1) The vortex breakdown point at =5

mathematical model used to represent them) since the (triangular symbol) departs significantly from the
measured forces, together with the known model/test-rig linear behavior shown by the rest (circles).
inertia, can be used to "predict" the free-to-roll motion. Thus, breakdown location is seen to be a strong

(perhaps discontinuous) function of static roll
4. EVIDENCE - CRITICAL STATE EXISTENCE angle in the 4 to 5 degree range. For ý greater

than 5 degrees the breakdown point is well aft of
The most important results (confirming critical states for the trailing edge.
the 65" delta wing) based on an analysis of the SARL
data are summarized below. A more extensive (2) Vortex breakdown reaches the wing vertex
description of the analysis14 has been submitted (for at about 4 = -13 degrees, as suggested by an
consideration) to the 31" AIAA Aerospace Sciences extrapolation based on the linear regression (see
Meeting to be held in January 1993. All data discussed Fig. 3).
in this section were taken at the same condition (0.3
Mach number and 30" roll-axis inclination).

When the leading-edge vortex structure on both wings
Based on the theory presented in Section 2, critical is considered, the conditions, I0 1 - 5" and 13". are
states should exhibit the following properties: strong critical state possibilities.

(1) Static flow visualization studies should The first pair, I I - 5", must be considered because
show a change in flow structure at the a "jump" in vortex breakdown position on the lee wing
critical state. would cause a discontinuous force/moment response.

Note that the corresponding windward wing vortex-
(2) Static data should exhibit non-analytic breakdown movement is both well behaved and small,

behavior across critical states; i.e., there as shown in Fig. 3 (the change from 0 = -4' to -5').
should be discontinuities in the
force/moment curves and/or their When breakdown reaches the wing vertex, the axial-
derivatives with respect to the motion flow stagnation point in the vortex-core is lost".
variable. Discontinuities are located at the Therefore the second pair is almost certainly a critical
critical states. state (flow topology change). The precise roll angle

where this occurs is unknown (13" is based on a linear
(3) Transient effects should be observed extrapolation of Hanf's data).

following dynamic critical-state encounters.
The transient, AC, in Eqs. (1) and (2), will 4.2 Static Force Data
in general depend on motion history.

Rolling moment coefficient vs. roll angle is presented in
4.1 Static Flow Visualization Results Fig. 4a. Also shown are critical state locations

corresponding to both conditions. For clarity only those
Vortex breakdown locations for the left wing as a for 0 > 0 are given. Note the steep slopes between
function of roll angle, (from Hanff and Huang)"2 are =Im 4" and .- 5".0
shown in Fig. 3.

I ,- A

0

a , o ". -
i •1z *.

.4 0-' .

0 .

0 ROLL AMGLE (Dog.)
RoN Angle -(Dog.)

Figure 3. Vortex Breakdown Location Figure 4a. Static Rolling Moment
(Left Wing)
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Figure 4b. Static Pitching Moment Figure 5a. Dynamic Rolling Moment

Moreover, Fig. 4b (pitching moment vs. roll angle) Vote the dramatic differences in wave form between

reinforces the notion that there is a discontinuity responses at the two highest frequencies and the 1.1

between these points. Thus, the static behavior of both Hertz data (where distinct transients originating at

moment coefficients supports the notion that I . I - 5" critical states become more apparent). The critical state

represents a critical-state pair. Similar observations encounter at an am of about 95', 0 = 13, is readily

concerning the critical states at about 13" are not discernable. Later in the cycle, where transient effects

possible because of the gap in static data for roll angles overlap, a positive identification of other critical states

between 7" and 14'. Further static testing is required to is more difficult.

determine the behavior in this region. Significantly, responses for all three frequencies follow

4.3 Dynamic Force Data the static data closely for ot in the range 0 to about 95"

(26" > 0 > 13"), then depart from the static curve. Note

Previous analyses8 of TAR dynamic data for this that the "dynamic overshoot" (from the static response

configuration suggested that there was at least one at the 0 = 13" critical state) increases with frequency.

critical state at these conditions. "Significant" dynamic Also. the slopes of the dynamic responses just beyond

effects were observed when the rolling motion included the critical state are equal for all three frequencies

"small" roll angles. Since the independent variable in this plot is (ot, the
initial part of the transient (AQC) is proportional to a).

Dynamic force data taken at both facilities (IAR and AC, clearly depends on the motion history leading up to

SARL) are "steady-state" responses to harmonic motion, the critical state.

i.e., starting transients have dissipated and the data for
each cycle are repeatable. If the aerodynamic responses "
are slow compared to the period of the motion, the I At - 12

measurements are an aggregate of effects initiated - *

during earlier cycles. Under these conditions, 0 ,,I'A't1 ,. ,-
significant phase and amplitude variations with 0 , ,'y
frequency are observed. Furthermore, at "high" 0 Z ,,
frequencies, the effects of events occurring at discrete " 'a *

points during each cycle (e.g. critical state encounters) E° ",

canbe masedby the lingerig respose frrprevious 7.f .
cycles. This was the case with the IAR dynamic data. S "" ". # ""

•e .44 .. .,a, ,

SARL dynamic rolling-moment data taken for a 12T U - ' "" -

amplitude body-axis rolling motion, centered about a wt (elg)

mean roll angle of 14', is presented in Fig. 5a. The Figure 5b. Dynamic Rolling Moment
abscissa is the argument of the cosine function (ox)
which defines the motion. Thus, precisely one cycle of In addition, all thre responses approach the static
motion is presented regardless of frequency. Dynamic values at the end of the cycle, the deviation increasing
data taken at three frequencies (1.1,4.4 and 7.7 Hertz.) with frequency. Thus, the rolling-moment responses are
are shown. In addition, the roll-angle time history and essentially quasi-steady when transients due to critical
static data roiling moment data (plotted as a function of state encounters have had time to die out. This notion
the instantaneous roll angle) are presented in this figure is suppoted by Fig. 5b which shows static and dynamic
for reference. rolling-moment data for 12' oscillations about a mean

8'
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roll angle of 28". Thus, the roll-angle range covered by the figure. Significantly, the loci of turning points
this motion, 16' to 40% excludes all suspected critical ,critical states) are independent of roll rate (dependent
states. Again, the rolling-moment behavior is quasi- only on roll angle). This is, of course, because critical
steady. Differences between the static and dynamic data states by definition represent discontinuous changes in
are well within interpolation errors caused by the the equilibrium state.
sparsely spaced static data in this region.

Following a critical state encounter, the dynamic
Even in the nonlinear case, with critical states present, response becomes weakly dependent on roll angle
the total response under dynamic conditions may be (contour lines nearly parallel to phi axis). The contours
separated into a static component (evaluated at the in this region are likely the result of expressing the
instantaneous roll angle) and a dynamic component14. implicit time variation m the phase plane (rather than an
This is a very useful device because changes in dynamic actual dependence on either roll ingle or roll rate).
behavior (relative to the equilibrium state) are
highlighted. Since transients at critical states represent Finally, note that as the offset roll angle is increased
the dynamic transition between dramatic changes in the (allowing more time to elapse between encounters with
static behavior, their presence is more easily detected in the critical state at 10" to 15, first with positive phi-dot,
the dynamic component. Hereafter, the term "dynamic," then with negative roll rate) the region of negligible
when applied to a force/moment coefficient, is used in dynamic rolling moment in the lower-right quadrant
this more restrictive sense. "Total," when used in the expands. (There is time for the response to become
same context, implies the sum of the static and dynamic quasi-steady).
components.

S. SIMULATION AND ANALYSIS
The results discussed above (Figs. 5a and 5b) for two
motions also apply over a wide range of test conditions. In this section, the implications of critical state
Typical results are shown in Figs. 6a and 6b. Both of encounters to flight simulation and/or analysis of aircraft
these are contour plots of the dynamic roiling moment stability and control are discussed. Although the
coefficient presented in the phase plane. Data at 4.4 "locally linear model" has come into question in recent
Hertz (k = 0.08) is presented for the range of test years,' the consequences of employing this technique
amplitudes at a given roll-angle offset. A series of tests when critical states are present are addressed. This is
with fixed offset and frequency generates a family of followed by a brief examination of plausible
ellipses, centered about the offset angle. As the rolling alternatives.
motion proceeds, the ellipses are traversed in the
clockwise direction. Offsets of 0" and 14" are shown in 5.1 Locally Linear Representation
Figs. 6a and 61, respectively.

Often, even in flight simulations that are billed as "fully
In both cases, the contour lines turn rapidly, becoming nonlinear," a locally linear model toj the aerodynamic
essentially parallel to the phi-dot axis at I I = 5". forces and moments is used. In his model, the static
Moving clockwise in the bottom half of the ellipse forces/moments are represented by a r.onlinear function
through 0 = - 5", the contour lines again turn rapidly of the instantaneo•v s values of angle of attack and
between -10" and -15" to rtn nea;`,; parallel to the phi sideslip. Dynamic effects are calculated by using
axis. Note that this "turning point" is less distinct than locally linear "damping" derivatives (linearized about
the first, perhaps because the static data has been faired the instantaneous vehicle state). Linearization of the
in this region. The pattern repeats in the upper half of damping derivative is effected by using small amplitude

a..,..d S

Sma -- -

5 w-' -.~ -
4ra 4t. IN

, to 4WA4M.S

Rol Anl- dg Ro, Angl (okeg) -
Figure 6s. Dynamic Component of Figure 6b). Dynamic Component of
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test data and retaining only the measured aerodynamic .
loads at the forcing frequency (and 90" out of phase .
with the motion). These tests are repeated for a variety
of offset angles. Thus, dynamin. nonlinearities are '

accounted for by allowing the derivatives to be
functions of angle of attack and sideslip. This a.

procedure becomes questionable when there are E
significant motion-history-dependent transient effects
such as those discussed above.

A dramatic example7 of the errors that can result from _._... ... .. . ...._-__,

the application of the locally linear model under
inappropriate circumstances is presented in Fig. 7. U, (Oeg)

Comparisons between the measured free-to-roll time
history and predicted motions (based on the dynamic Figure 8a. Actual Load and Locally Linear

force and moment data) are shown. With the locally Model (k = 0.14)

linear model, there are gross errors in the frequency and evidence of a rate effect in the actual response. Rather,
damping of the free-to-roll motion. The calculated i app arsto b e a response no the

response even finds the wrong trim condition. On the it theamoto Ye the nearle in- phase

other hand, the motion predicted using the "reaction dwith the motion. Yet the (negative) in-phase component
hypesurace moel'- cofelteswellwit th acual does not agree with the static rolling moment at all, a

hersurcesponse. correleswelth throdynamicmdels auad fact previously observed in Ref. 8. (The calculated
free-to-roll response. Both aerodynamic models used damping derivative is small and the locally linear model

for this comparison were based on data taken at the does not deviate much from the static data).

same reduced frequency (k = 0.14).

Agreement at 1.1 hertz (Fig. 8b) is better but the result
8. -- Froe-.o-Aoll Experliment is still poor. However, the improvement is almost

6. _ 0 Nonlinear Aere. Model entirely due to the fact that the actual response follows
-E6 - Locally Unear the static behavior more closely. The difference

6 4 - ,,between static and total response is still quite surprising,

given the low reduced frequency (0.02). At this
20 condition the total response crosses the static curve at

only two points, suggesting perhaps that discernable
0.< critical state transient effects persist for at least a half

IQA cycle.
0 20 t

Fiur1 1 ... ..

Figure 7. Free-to-Roll Time History '.
E

00

The reason for such poor results (with locally linear , - '.. o
damping derivatives) is illustrated in Figs. 8a and 8b. -
Here, the locally linear model was used to "predict" the

--
measured roling moment (with all harmonics) over the .' ., - m US . -
same motion as used to determine the damping (t (Dog)

derivative. Nonlinear static roling moment data (from
SARL) was used together with roll damping derivatives Figure Bb. Actual Load and Locally Linear

obtained from 5" amplitude tests. The damping Model (k = 0.02)

derivative was calculated by retaining only the out-of-
phase rolling moment at the forcing frequency, although This particular motion, 3" offset and 5" amplitude, was

up to 20 harmonics were recorded. chosen to include the critical stu at # = 5. Thus, the
attempt to use conventional methods to reprsent the

Figure Ba shows the comparison for an offset roll angle tralmde behavior provoked by the critcal state
of 3" and a frequency of 7.7 Hertz (k = 0.14). The encounter was ill-advised (except for illustrative
result is totally unacceptable. Over much of the cycle, purposes) from the beginning. Errors incurred with the
the model predicts a positive rolling moment, while the locally linear model were not due to a poor
actual response is the opposite. Note that there is little representation for the damping moment, rather they

_____ ____-v!
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were caused by the assumption that the in-phase behavior. This finding was entirely consistent with the
component reflects the static aerodynamic contribution, nonlinear theory advanced by Tobak and his colleagues.
This is simply not the case when significant transient The particular characteristics observed for the delta-wing
effects are present. model were that:

5.2 Alternative Approaches (1) The critical states correspond to static roil
angles where the leading-edge vortex breakdown

Clearly, the success of the nonlinear indicial response position is either at the wing vertex or at the
theory, in providing a rational framework for trailing edge.
understanding the data reviewed above, establishes this
approach as an extremely valuable "diagnostic" tool. (2) Significant dynamic effects (of the same
For applications to simulation or analysis, order as the static rolling moments) were
simplifications to the model have been examined by observed. These effects are in fact critical state
several authors.Ia In Ref. 8, for example, the transients. The transients persist for surprisingly
connection between the hypersurface model and the NIR long times, becoming identifiable only at
was established. (The hypersurface representation can be extremely low reduced frequencies.
derived from the NIR if the motion is analytic in the
strict mathematical sense). Even so, based on the (3) Outside of critical state encounters, the
analysis of the present data, certain additional dynamic contribution to the aerodynamic loads
simplifications may be possible. are small. In this case, considerable

simplification of mathematical models describing
The 65" delta wing (at the flight conditions studied to the behavior is possible.
date) has shown little important dynamic effects except
following critical state encounters. Therefore, in this (4) Serious errors result froir -.; ving the
case, the integral terms in Eq. (1) may be accurately locally linear model to cases invoiing critical
modeled by the stability derivative (locally linear) state encounters. These errors are caused by the
model. Of course, the resulting simplification is large contribution of critical state transients to
substantial because the need to include nonlinear the in-phase component of the measured loads.
superposition integrals in the equations of motion would
be avoided. However, critical states must still be ACKNOWLEDGEMENTS
acknowledged as shown above and correct handling of
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Abstract function of wavenumber
T K temperature
T s time constant

The atmosphere of the earth is a very complex sy- t
stem covering a wide range of interacting scales. The T s air speed or w in speed
concept of stability is applied to subsystems thereof rn/s air speed or wind speed
where the quantities involved in a stability analysis Vk m/s kinetic velocity

depend on the particular question to be answered. W'• rN/s wind speed
But all stability considerations share a common basic W N aircraft weght
structure. After giving a short account to the nature a /kg gle Lagranc
of stability investigations some examples of stability a deg angle of attack
related atmospheric phenomena are presented which 7 deg flight path angle

are relevant for flight operation. Finally the impact K - von-Karman-constant

of atmospheric instabilities on aircraft performance P kg/i 3  density
0 K potential temperaturewith special regard to flight safety iso K pot. temperature fluctuation
At s pilot's time lag

List of Symbols A - aspect ratio
(P " 2 /S 2  geopotential

CP J/(kg K) spec. heat of dry air at (P, - normalized dissipation rate

const. pressure 11 J/kg generalized potential
'I -- Kiissner function

CL lift coefficient

f 1lz frequency
f,, 11z gust frequency
g 71/s 2  gravitational acceleration
/, "I mean aerodynamic chord 1 Introduction
m kg niiass

n - normalized wavenumber The concept of stability is a very elementary one in
p Pa pressure nearly all branches of everyday life (including such

po Pa reference pressure = 10' Pa difficult fields as politics). This is especially true
s I/s Laplace variable for the natural sciences and engineering applicati-
t s time ons, prcsumably because many stability related pro-
u, ni/s velocity component blems in these fields can be tackled by mathemati-
t. 7n/s friction velocity cal methods. Much of our notion of stability derives
w' 71/s vert. velocity fluctuation from the occupation with problems of classical me-
X'i lt Cartesian coordinate chanics and - on a more sophisticated level - those of
z Ti altitude thermodynamics. Elementary examples of stability
A,, kg/s lift factor problems can be found in nearly every introductory
Eki, J/kg kinetic energy textbook on physics or engineering. These elemen-
II li height tary problems are characterized by the fact that they
K kg/s gain can be represented by a finite number of points in the
L N lift phase space. To the contrary, hydrodynamic proces-
Li m gust wave length ses are characterized by the simultaneous existence of
L. ti Monin-Obukhov-Length phenomena with different space and time scales, the
H .I/(kg K) gas constant for dry air characteristic measures of which cover a continuous
S M 2  wing area subset of the space-time continuum, and beyond that
st', it33 /S

3  spectral density of u, as a which are interacting with each other.2-l
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Therefore the first step in a stability investiga-
tion is to confine the consideration to a distinct phe- What do we mean by 'Stability' ?
nonienon with a definite space and time scale - which

clearly must be an abstraction of physical reality -Basic State r urbato
and to apl)ply the assumption that the interaction
with other scales call be neglected. The governing... co,
equtations are thuis reduced by neglecting terins of stable case ~ ' Erg
initor influence while keeping them consistent with C D :
the physical reality observed in a given scale. We
thus make a priori assumptions about the solutions ,•...

based on the perception of physical reality and feed tl171stble case FloEnrgthein back into the governing equations in order to -
reduce the manifold of solutions. This invokes the as- D
sumption that small causes have small effects, which C actual energy content
is cle- rly not true for nonlinear systems such as the
atmosphere if time intervals extending beyond a cri- critical energy content (neutral case)
tical value are considered ' [1, 2, 31. But neverthe-
less it is possible to get much insight into the short tranfer between a pertur-rang fuureof istnctatmsphricdisurbnce by Figure 1: Scheme of energytrnebtwnapru-
range future of distinct atmospheric disturbances by bation and its environment depending on stability.
investigating the instantaneous forces or energy ex-
changes, respectively. In the following we shall con-
fine ourselves to local disturbances in the atmosphere to a given question, and the definition of what will
and study the itntnediate interaction with their en- be considered as a perturbation thereof. Once ha-
vironment. ving defined these we shall use the term "stable" for

any situation where the energy of a perturbation is
"consumed" by the basic state, and therefore the per-

2 Stability concepts turbation is damped out, and we shall use the term
"unstable" for any situation where a perturbation
- once initialized - extracts energy from the basic

The concept of stability has a wide range of applica- state. This is indicated in fig. 1 by the bubbles on
tion in atmospheric science extending over nearly all the right hand side, where the bubble we start with
scales of atmospheric motion. Basic instability me- is growing or shrinking depending on the direction of
chanistus such as static stability, inflection point in- the flow of energy.
stability of shear flows, baroclinic instability, inertial
instability etc. are treated in almost every textbook But when is a given basic state stable or
on dytmianic meteorology (see e.g. [41). Besides there unstable? Obviously the preceeding definitions do
is a number of classical monographs on hydrodyna- not suffice to answer this question and an additio-
mic stability in general, as for instance the excellent nal term must be introduced. Experience shows that
books of Chandrasekhar [7] and Drazin & Reid [8]. in all considerations of stability related processes a
But much has still to be understood so that problems unique value of the energy content of the local basc
of hydrodynantic stability - especially in geophysical state (with respect to an arbitrary reference level)
fluid dynamics - are still a matter of intense research, can be defined. If the energy content of the basic
which received increasing interest in recent years (see state exceeds this value then perturbations are pro-
e.g. [5]). moted by an energy flux toward the perturbations, if

it falls short of this value then perturbations are su-
Without going into the formal theory of stability pressed. We shall call this value the "critical energy

(see e.g. [91) we present an approach here which is content" of the basic state which is marked in fig. I
rather heuristic, but in our view nevertheless appea- by the dotted symbol. It coincides with the so cal-
ling. It elucidates the underlying concept of stability, led "neutral" case of stability when a perturbation is
which is shared by all stability problems, and sug- neither growing nor ceasing and is just left what it
gests that stability considerations can be viewed as is.
merely a special aspect of a Hlanmiltonian formulation
of atmospheric dynamics as the fascinating overall This conceptual model inumediately suggests a
concept. procedure for stability investigations: we start with

an arbitrary equilibrium state and make some kind
A mandatory prerequisite for all stability inve- of virtual perturbation. We suspect that the decisive

stigations is the definition of a basic state with regard quantity we have to look at is the difference

I it is interesting to mention that speculations about intrin-

sic features of the atmosphere that limit its predictability and 41 -
4 jr1 (1)

that are related to the uncertainty in initial conditions have
already beell made a long time before the study of chaotic between the potential energy *' and the kinetic

h1nloie,,a (le*e. [e;). energy E~in, where we use the term "potentialS. I
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take into account the conserva-
S kin - Ekin tion of mass while making the _

virtual perturbation. Therefore
it will be simply assumed that

stabil two small fluid elements of equal
mass, which are adjacent to each

labile other, are interchanged (see mar-
ginal fig.).

I I DThen, if we want the system to be stable at the
0 q 0 q point around which the interchangement has taken

place we must assure that stability is achieved by
Figure 2: Local equilibrium states of a system. As- both fluid elements. So we have to focus our atten-
sumptions: a) the "forces" on a perturbation derive tion to that element which is most "likely" to be-
from a generalized potential, b) a displaced fluid ele- come unstable. For a one-dimensional problem the
ment always adopts the velocity from its inmmediate foregoing statement is equivalent to the instruction
environment. to make a displacement of a fluid element in both

directions and to study stability in both cases.

energy" in a generalized sense as will become appa- How can we cast this concept into mathemati-
rent below. 2 Therefore we consider the new value of cal terms ? The procedure just described reminds us

the difference between the potential energy and the of D'Alembert's principle of virtual work. Since this
kinetic energy of the perturbed element (or in other principle can be derived from the Lagrangian equa-

w'ords, the new value of the excess potential energy tions, which in turn are an implication of Hamilton's

over the kinetic energy). Fig. 2 presents a mnemonic principle of least action [10], it may be argued that

scheme: a one-dimensional system with coordinate q our stability considerations can be derived in a simi-

investigated at an arbitrary point q 0_ 0; we consider lar manner from a general "Hamilton-like" principle.

the "landscape" of %P - Ekin over q; the "height" of And indeed, if we displace an arbitrary fluid ele-
the black ball represents the local state of the system, ment by a small amount starting from an equilibrium
and the expected reaction of the ball under an imagi- position then the forces acting on the element will re-
nary gravity force to a virtual displacement parallels suit from the change of its position in the potential
the expected reaction of the system state to virtual field * and from the momentum transfer between the
perturbations (either away or back to the equilibrium particle and its environment so that
position it started from). If the value of the excess
potential energy is increased by the virtual perturba- dui Oui 491Y
tion then the basic state should be stable, meaning d- = uk-axk xi (2)

that the energy content of the system is below the
critical value; if it is decreased we should have insta- where we have applied the tensor notation for the

bility, and the basic state would try to get rid of its Cartesian coordinates xi (with i = 1, ... ,3) and the

excess energy by putting it into the perturbation; if respective velocity components ui employing Ein-

it remains constant we should just have the neutral stein's summation rule.' If for the present we disre-

case. We shall see below that this criterion can in- gard the force term deriving from a potential it can

deed be derived from a Ilarniltonian formulation of be shown that the remaining expression dui/dt =

the stability problem. UkOui/Ozk can be rewritten as (see appendix)

d OEkin OEki.
In completing our picture we assume that the di '9E - 0 (3)

overall basic state is not seriously affected by a small dl Ou, 8z1
perturbation and can therefore be considered to re- where Ekin is the kinetic energy of the fluid element.
main unaffected for the moment of disturbance. Reintroducing the potential force term on the right

hand side and assuming that the potential * is inde-
If we talk about stability in case of a liquid or pendent of velocity this leads to

gas we refer to a small element which is displaced
from its equilibrium position, and we shall examine d 0 0
the subsequent flow of energy between this small ele- dT Oui ]-]
ment and its environment. But wait - we have to After we have defined the general Lagrangian func-

2wf We talk about kinetic energy in this context we always tion to be

refer to the kinetic energy of the perturbed element which is r := Ek- 4 (5)

aquainted from or lost to the basic state. We do not mean
something like the kinetic energy of the displacement itself, a The summation rule requires that a summation must

whirl doesn't acttually exist, since no variation of time is be carried out over equal indices in a product, e.g.
perforned. uk Oui/OX-k =_ k Uk9Out/OXk and Oui/0ari = '.
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we are simply left with

d 0C 0, unstable ca( stable cas

Notice that C is equal to expression (1) with its sign
reversed so that a well of (1), which indicates sta- 0 -- 0
bility, corresponds to a ridge of £. Tliese are the
well-known Euler-Lagrange differential equations for
A, which are a direct implication of Hamilton's prin- P. pJ Po p
ciple, the variational formulation of which is

Figure 3: Incompressible fluid with stable and un-
6 £ dt = 0 (7) stable density stratification.

Ix i

This states that the mean kinetic energy of a sy- concerns static, and the third dynamic stability in
stem produced by external forcing is always kept at the atmosphere. Ir selecting the last two examples
a minimum. Stull ([11], p. 173) notes remembering we have also taken into account that they ought to
LeChatelier's principle that "for ... many instabili- be relevant to flight operation.
ties it is interesting to note that the fluid reacts in
a manner to undo the cause of instability" - and Consider an incompressible fluid with a linear
we add here: this is accomplished by the fluid in the density profile
most effective way.4  p(z) = PO + 7z (10)

It also shows that the quantity given by expres- and assume horizontal homogeneity (see fig. 3) so

sion (1) provides indeed a stability criterion as we that the problem can be reduced to one dimension

have suspected above. We conclude that the atmos- (along the vertical axis). In this case the potential

phere is stable at a given point if £ is at a maximum. %Y results from gravity and buoyancy forces and the

Hlence we arrive at the equilibrium condition Lagrangian is simply

(1) £(z) = _ %y= (11)
-= 0 (8) 2poOxi

since C is at an extremum and we have the general Stricly speaking this equation describes the poten-

stability criterion tial experienced by single fluid elements starting at
z = 0 (where p = po) whose density differs from the

02£< 0 : stable surrounding liquid by -'z according to eq. (10). But
jO"X xil = 0 neutral (9) this means no loss of generality since we are free to

> 0 : unstable choose z = 0 arbitrarily at our point of investiga-
tion. According to eq. (9) the system is just neutral
at z =Oif we have

Although classical Hlamiltonian theory only ap-

plies to linite-diinensional phase spaces spanned by 02£
the generalized coordinates and momenta the con- az2
cepts can be extended to continua [13, 14]. But we
shall not go into details here. This results in -- = 0(12)

Since the forces occuring in the atmosphere are PO
not purely mechanical, but also derive from ther- Since g and p0 are $ 0 we conclude that 7 = 0 cor-
modynamic processes and are a consequence of the responds to the neutral state, whereas a stably stra-
earth's rotation, we must postulate the existence of tified fluid corresponds to negative values of - and
a generalized potential from which the forces can be vice versa, which surely is clear by our everyday phy-
derived (perhaps remembering that the Lorentz-force sical experience. The result can also be interpreted
in electrodynamics can also be derived from a gene- as follows: the parameter 7 appearing in eq. (11)
ralized potential.) This would naturally lead to a ge- is a shape parameter of the potential function which
neralized Lagrangian function, which would also in- has a potential well if y < 0, is flat for 7 = 0, and
clude thermodynamic and rotation dependent terms. has a potential hill for 7 > 0. We can generalize this
Such a generalized Lagrangian has already been used result by saying that overall stability is guaranteed if
by Ertel [15] (see also [16]). the density gradient is positive at every point within

Let us now illustrate this view in three examples: a fluid.

the first may serve as an introductory one, the second As a second example let us consider a some-
4A variational formilation has already been used by |laet- what more complicated case: a static dry atmos-

* hljen [12) to explaui, ier lynmnuicsq of squall lines. phere which is characterized by horizontal homoge-
-I
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neity and therefore reduces to a one-dimensional sy-
stem where no heat transfer occurs and hence re-
versible thermodynanmics is assumed. The so called neutral uns able neutral
".adiabatic temperature lapse rate" represents neu- ZfM stable Z stable
tral stability of this atmosphere. The derivation of an 1 00
equation for this lapse rate - applying the first law of unstable
thermodynamics, the equation of state, and the hy- usal
drostatic equation - is standard since the early (lays

of geophysical thermodynamics and can be found in
almost any introductory course on meteorology (see 0
e.g. [17, 18]). But we can also apply the concept -
stated above. In this case the generalized Lagran- AT - 1 K
gian is

C= -(4,(z) - cpT(z)) (13) Figure 4: Actual temperature profile and potential

where D(z) ; gz is the geopotential height and temperature profile for different stabilities.
cpT(z) is the enthalpy.5 The equilibrium condition
a.£/0z = 0 leads to

the potential temperature instead of the actual tem-
OT g perature for atmospheric problems we get (see fig.(1 4) 4)
az cp

.go >0 :stable
for the temperature lapse rate and since O2T/Oz' = 0 " 0 : neutral (17)
we conclude according to the stability criterion (9) z < 0 : unstable
that this corresponds to the neutral state. Likewise
we can show that OT/Oz > -g/c, results in stable (Notice that if we replace 0 by the actual temperature
and OT/Oz < -g/lc in unstable conditions so that T this criterion holds for incompressible fluids! So

we finally get the stability criterion for a dry atmos- the atmosphere is by this view in a way "reduced"

phere to an incompressible fluid.)

Whereas in the preceding examples the Lagran-OT •[> --g/cp :stable
O -T : l (15) gian comprises only potential energy terms, we shall
T -g/cp unstableeu now turn to a case which involves kinetic energy, too.

We consider a stratified shear flow with a constant
where 9/cp - 1 K/lOOm (see fig. 4). gradient of density - and horizontal velocity - ac-

cording to

Often this condition may be expressed more con-
veniently in the so called p-System with pressure as a p(z) po + Yz (18)
vertical coordinate. By considering the temperature v(z) = vo + YZ (19)
changes within an air parcel under adiabatic pres-
sure changes we can define the so called "potential and shall study the virtual displacement of a fluid
temperature" by element in the vertical. The potential of an element

R/C displaced from z = 0 is given by

0, (16) T
2 po

which is merely a special version of Poisson's equa- just a in the first example (compare eq. (11)!), and
tion relating the temperature of an ideal gas in an the kinetic energy that the fluid element gains from

adiabatic process to a reference pressure of P0 = its knew" environment if it is displaced to a larger

10SPa. From this formula we can derive the con- value of i is

dition that an atmosphere is in neutral equilibrium 2

if the potential temperature is constant for all p, and Ekin = 2-z
that it is stable for 0 increasing with p, and unstable2
otherwise [18]. Since p and z are monotonous in the so that the Lagrangian is

atmosphere the same statement applies by replacing 2
p by z in the preceding statement. So if we employ r(z) = 22 + L.. Z_ (20)

Shi the early days of atmospheric thermodynanics there 2

has been a debate whether the "heat content" cpT or the inter- Fig. 5 shows an example of a stably stratified fluid
nal energy c.T is to be used in the derivation of the adiabatic where the horizontal velocity increases with height
lapse rate. It is interesting to mention that the advocates of and a fluid element is raised to a higher level the-
both avproatces arrived at the saine result because the error
of xusiig rT wi just compensated by a second error in the reby increasing its potential energy as well as its ki-
.,lrivatioui ('f. e.g. (Il) netic energy; the decisive question is, whether the
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arrive at the stability condition

gravity buoyancy

A0 iAz >0.25 : stable
V0 t AV Rib 0.25 neutral- • ~00 (AV2) 'R .... v2  < 0.25 unstable

(2:3)
Az disph)conlont Az

The "traditional" approach for deriving the Ri-
chardson number starts from the prognostic equation

p v for the turbulent kinetic energy where several sim-

plifying assumptions are introduced until only the
buoyancy term and the production term describing

A •AEkin the generation of turbulent kinetic energy from shear

are left (see fig. 6). The momentum flux occuring
in the shear term and the heat flux in the buoyancy

Az Az term are then expressed by the velocity and the po-
> stable tential temperature gradients, respectively, employ-

A64 < AEkin z> neutral ing K-theory.
unstable

Figure 5: Displacement of a particle in a stably stra-
,iliei shear flow. f i

It -Th'eory

potential energy increase exceeds the kinetic energy Iinite

iicrease, or vice versa. ,,,,.e..-- .... so.

If we again apply our stability criterion (9) we Flux RIichardson Number Rif
get

< Start with balance equation of turbulent energy:

(g/Po)y " < : stable Local change of turb. energy = - divrgence of fluxes

= -1 neutral (21) + production

-ft, > -1 unstable - consumption
- viscous dis•sipation

, tie atr.notphlerc Making simplifying assumptions:

temperature is used to describe the buoyancy. If we o homogeneity • divergeneoffluxes = 0

neglect pressure changes to the first order then we roducsionlby s - m:i =a 0

have from the logarithmic version of the equation of oromuction ad sha y

sta te o a g as a n d fr m ( 16 )o I)ro d utction a nd i ons u mail) tion by b uioya nicy g T9 u'• /

state of a gas and from (16) ~leaves (considering only the main horizontal direction of flow)

dp dT dO - - /

•Deline

or equivalently[ Rif := ' ai a
70 1 00 aUW ua

Po Oo Oz t0n
he/Ot = 0 (stationarity) if = I

and we get instead of (21) 0M/t < 0 (stability) Ri fH > I
sOe/O = 0 (instability) : Rif < I

g00 / (0O 2 > 1 : stable
hi.- [ = I neutral

Oo z /\z [ < I : unstable

(22) Figure 6: Sketch of derivation of the Ri-number from

The fraction in expression (22) is called the Richard- the turbulent kinetic energy budget equation.

son Number Ri (after L.F. Richardson). In applica-
tions instead of the Richardson number as defined in
eq. (22) the so-called bulk Richardson number Rib If the Ri-number exceeds its critical value then
is used which we get if we replace the differentials in turbulent fluctuations are suppressed, if it is below
(22) fby finite dilrer,'uncs. The critical value of Rib the critical value then they give rise to fully develo-
,l,.,rminird experimintally is about 0.25 so that we pe(l turbulence.
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3 Stability related phenomena
with a view to flight opera- go- U.S. Standord

tion Atmosphere 1976 20-

70"
In tile following we shall show that the overall mean
stlate of the atmosphere is statically stable as well as E 60- E
dynamically stable with respect to the Ri-criterion. -
But we shall also see that there are strong deviations . 5 0-

from the mean state. We shall start with a simple -0 40 - 10
picture of atmospheric reality and study its implica- I
tions concerning static stability. In order to come to :F 30- <

the result first we state that we shall arrive at an
atmosphere which is unstable, and subsequently we

shall ask ourselves why this is not in agreement with 1o-
the mean (stable) conditions found in the earth's at-
mosphere. Finally we shall throw some light upon 0 0

175 200 225 250 275 300 200 300 400 500
the deviations from stable conditions and illustrate I/K theto/K
the dynamic consequences.

Well now, let us start with the promised over- Figure 7: U.S. Standard Atmosphere 122] (left) and

simplified picture: it is widely known that the at- derived profile of potential temperature for the lowest

mosphiere is transparent for solar radiation to a large 20 km (right).
extent (and in fact, the aniount of short wave radia-
tion absorbed at the ground is approximately three
times as large as the amount absorbed in the atmos- heating of the earth as a consequence of its almost

phere [201). To keep our picture simple we assume spherical shape and also the earth's rotation, the de-

a (try clear atmosphere which is entirely transparent cisive oversimplification was that we have neglected

to solar radiation, i.e. absorption occurs only at the the water and its phase changes within the atmos-
ground. Furthermore we shall ignore the (almost) phere. Lifting moist air with vapour pressure below

spherical surface of the earth and anticipate a plane saturation starts cooling according to the dry adiaba-

earth with constant insolation. 6 To prevent the earth tic lapse rate until it reaches the condensation level.

from permanent heating the heat must be taken away Above this level a continuous release of latent heat

from the surface. We assume that there is some "heat by condensation of water vapour takes place, thereby

transporting mechanism" in the atmosphere, which heating the air. A detailed analysis shows that the

may include short range terrestrial radiation. This potential temperature increases above the condensa-

mechanism transports energy from the surface to the tion level by about 6 K/km in the lower troposphere

upper region of the atmosphere, from where it is fi- and by 4 - 3 K/km in the middle troposphere. This

nally reradiated to space by long wave emission. But is in close agreement with the potential temperature

regardless of what the particular nature of the trans- gradient in the standard atmosphere, which is about

port is, it is necessary that the potential tempera- 3.5 K/kmi.

ture decreases with height; however, as we have seen But we have to be careful: the model of the
in the preceding section, this means that the atmos- static and stably stratified atmosphere is an idealiza-
phere is unstable. tion which reflects the mean overall conditions in the

As already indicated above, this result is not earth's envelope; but to maintain this mean state the
in agreement with the mean state observed in the actual atmosphere cannot always be statically stable
atmosphere, which is well reflected by the U.S. Stan- everywhere, even then if the earth would be a resting
dard Atmosphere [22], which is shown in fig. 7 to- disk.
gether with its potential temperature profile for the
troposphere and lower stratosphere. Fig. 8 shows a meridional cross section of the

january northern iemisphere along 80 deg W which
Now, what is wrong with our model? Aside extends from the equator on the left to the pole on

from the fact that we have neglected the differential the right. The bold solid lines indicate equal zonal
wind speed, the thin solid lines are isotherms, and

6
To be at least to some extewl realistic the insolatio w

should be taken as one quarter of the solar constant, since the dashed are those of equal potential temperature
this is the imeant energy flux density onto the earth's surface (values on the right margin). We can see that the hig-
in case of an entirely transparent atmosphere (see e.g. 1211, hest values of vertical wind shear of the mean zonal
entry: "equivalent blackbody temperature"). To be complete wind occur at about 30-40 deg N. To make a crude

We t ltolln that the ili"idfellt radiation is not equal to the ra-
,diation alsorl,ed hecause the reflected part must be taken into estimation of Ri-number stability of the mean wind

,utt we take 0 s-/10kim as a representative value for
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-,0. 5 Figure 9: Sketch of turbulent energy spectra (from
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A 15- tions we shall relate the Ri-number to the turbulent

00 ~~~~60 wcmoel

20. •° structure of the planetary boundary layer and show5 ••70

j; o. 0',.5"o, "" 61,#jo 2.o.10•. how this number can be used to asses the energy

50 -• 0° 75' 27) , do4a, '0•5~l 0,, 7 •,

75 ~ 0ý - - Ne ___ ___ ___ ___ ___ ___ _

transfer between an aircraft and its atmospheric en-

Figure 8: Meridional cross section through the nor- vironment.

thorn hemisphere along 80 dleg W after Landsberg It is well known that the turbulent wind veto-
an aner [23]. Bohld solid lines = zonal wind speed; city fluctuations within the planetary boundary layer

thin solid lines = isothernms; dashed lines = potential comprise eddies covering a wide range of sizes. The
temperature. power spectra of the horizontal and vertical velocity

components, respectively, show the distribution of

the wind shear, arid for the potential temperature a energy over a certain size range. A given spectral
value of +3.5 K/ki as indicated above. This leads diagram (with proper scaling of the axes) allows us

to a Ri-number of about 15 so that the mean condi- to estimate the energy contained within a band of

tions must surely be considered to be stable. eddy sizes. Usually the spectral density is related to
and plotted against the reciprocal of the eddy size,

The conditions on earth do not promote an which is called the wave number, although we are
equally distributed and steady input of latent heat not dealing with a periodic phenomenon. Assuming
into the atmosphere. Rather, we find temporary and that the turbulent elements are advected to a fixed
local phenomena, which means that the energy ex- point with the mean wind V and that the turbulent
changes, which are necessary to maintain the overall structure doesn't change against the wind the wave-
mean state, are highly concentrated; so the area rein- number can be converted into a frequency, which is
ted power of local disturbances may exceed the over- measured by an observer at a fixed location. This
all iean value by orders of magnitude. This is also assumption is known as .. aylor's Frozen Turbulence

true for the kinetic energy involved in these energy Hypothesis" [251. A typical plot of a spectral curve is
exchange processes. Wal reas the global mean pro- shown in fig. 9, where the abscissa is scaled logarith-
duction rate of kinetic energy is of the order of a mically and the spectral density has been multiplied
few sl/ide, in severe local stornm we can find values by the frequency so that equal areas under the curves
one order of magnitude larger in severe midlatitude correspond to equal energies.

storms i24 aext remecsunes. yu t OW/1 Measurements within the planetary boundary
layer have shown that the particular shape of a spec-

A variety of phenomena which constitute devia- tral curve depends on
tions from the mean state is found in the planetary
boundary layer because this is the region of the at- - the distance fros the ground

etosphere where the main energy conversions occur.
in the following we shall deal with som e stable. and stability of the boundary layer air
ted phenoqrena within the planetary boundary layer

nto' thne atmopere Rahr w, n 'e fiandtemoayad tah ubln eeet r detdt ie

which are relevant to flight.
chi anges, wch are necessr to mTo find out universal relations that yield the shape

"all piroceed to sore flight mechanical considera- of the spectral distrikution of turbulent energy as a

trefr.h intceeryivovdinteeenry Hyohsi"[5. yiclpoto peta crei
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Figure 11: Normalized peak frequency for w KaimaJ

[27] (reproduced by Panofsky & Dutton [251).

w spectrum It is apparent that the location of the cur-

yes' maxima strongly depends on the dimensionless
,a. -height. Fig. 11 shows as an example the loci of

"the maxima of the w-spectra as a function of z/L..
C" - Yet for flight mechanical applications the locus of the

0.1 maximum for a given height and given stability con-
ditions is of greatest interest since it gives together

.,, o 0". O.,9 ' " with the air speed of an aircraft the main forcing fre-

quency of the disturbances acting upon the aircraft,
0.001 0.01 0.1 1.0 10 00 from which by the aid of the transfer functions for

nf z/V aeroadmittance and mechanical admittance the air-

Figure 10: Normalized spectra of horizontal and ver- craft response can be derived.

tical wind velocity fluctuations fur the surface layer Unfortunately the determi-
after Kaimal [271 (reproduced by Panofsky & Dutton nation of the stability-length is difficult because it
[25]). requires high-resolution instrumentation. But since

the quantities from which the stability length is de-

function of a single dimensionless parameter it sug- rived describe two phenomena, i.e.

gests itself to try a definition a length scale as a niea-
sure of stability from all quantities which are relevant * vertical heat flux J against bu
for stability . This length scale should then be used promoted by buoyancy
to non-dimensionalize the distance from the ground,
thereby leading to a dimensionless height as a shape
parameter of the spectral curves.

we may argue that there is a unique relation between
There are different ways of scaling the boundary the stability length and the Ri-number. If it would

layer. An example which applies for the lower part of be possible to apply the bulk-Ri-number Ri6 as a
the boundary layer is the so-called Monin-Obukhov- stability criterion we simply need to determine the
scaling [26] where a characteristic length-scale is de- vertical gradients of the horizontal wind and of tern-
fined by U3 perature. And indeed, Businger [28] has given such

L. u (24) relationships based upon empirical data.
g

C0 pep So to get the wavenumber (or equivalently the

where u. is the friction velocity, K the von-Karman- wavelength) around which the maximum energy is

constant, and w'O'/(pcp) the kinematic heat flux, contained in a given height and with given stability

Fig. 10 shows a number of spectral curves for the conditions we may follow the subsequent procedure:

horizontal and the vertical component of the turbu-
lent fluctuations in the surface layer, respectively. * (AV/Az, AO) =:, Rib

In the convective boundary layer the influence * Rib = L.
of large eddies goes down to the surface so that also
the inversion height zi ham to be taken into account, * z/L. -. choose the proper spectral curve
but we shall not go into details here. and determine its maximum.
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dary layer, then the wind must have a component
directed from high to low pressu e, i.e. across the

H isobars. The reason is that the pressure field is the
it .. ItaI only energy source to overcome the friction since that

the Coriolis force can do no work, for it is always di-
4 rected perpendicular to the velocity. But in order

to receive energy from the pressure field the motion

unotabe must have a component along the pressure gradient.
30 This component is usually called the "ageostrophic

30c Icomponent" of the wind.

20G We shall now restrict ourselves to the nocturnal
low level jet. Hence we consider the diurnal evolution
of the planetary boundary layer and start e.g. with

100, the convective boundary layer on a nice summer day.
In this case the boundary layer may extend to heights
up to 2 km above the ground with turbulent friction
within the whole range that differs significantly from

0 10 200 300 the frictional forces above. After sunset the convec-

Lt[ml tion ceases, the boundary layer shrinks (possibly to
heights below 100 ni), and following the emission of
terrestrial radiation into space the surface cools and

Figure 12: Maximuim amplitude gust wave length for stable stratification develops near the ground. As a
different stabilities and different heights, consequence the friction within the range above the

nighttime boundary layer becomes very small compa-
red to the daytime values; and at the same time the

The result of this procedure can be summarized in a retotedyievls;a ttesmeieth
'Fle rsul ofthi prcedre an e siiiaried n a layer above the nighttime boundary layer but below

diagram showing the wavelength of the most inten- the upper boundary of the daytime boundary layer

sive gusts as a function of height for different values is uple dafrom the d.

of Rib, which occurs as a shape parameter of the

curves. Fig. 12 shows such a diagram prepared by
Schiinzer. Since during daytime there has been an

Another stability related phenomenon, which is ageostrophic compnent within this layer and during
often found within the lowest few hundred meters the night the only forces are Coriolis' and pressure
of the atmosphere - especially in clear nights - and the motion in the range inmmediately above the night-
which is also relevant to flight safety, is the so-called time boundary layer is not in geostrophic balance.
low level jet. It is characterized by the periodic oc- This leads to inertial oscillatio;is which are charac-
curence of supergeostrophic windspeeds immediately terized by a cyclic deviation of 'he actual wind from
above the planetary boundary layer. These windma- the geostrophic wind. Within such a cycle under-
xima are of special importance to flight safety be- and super-geostrophic wind speeds occur, whereby
cause they are often accompanied by high values of especially the super-geostrophic windspeeds are ac-
wind shear. companied by sharp gradients of horizontal velocity.

To give a short explanation of the phenomenon
we start with the simple case when no friction is pre- A low level jet can extend over hundred of 'ilo-
sent in the atmosphere and we consider horizontal meters making it like an horizontally wobbling pan-
forces only. In this case the only forces acting on an cake. Fig. 13 shows two extreme cases of boundary
air parcel are the Coriolis force due to the rotation layer wind maxima which were measured by Shel-
of the earth and the pressure force. If a parcel starts kovnikov [29], and whose impact on aircraft during
moving along an isobar, which for a first aprroxima- landing approaches has been studied by Swolinsky
tion we assunie to be straight, then it will continue 130).
to (to so ad infinitum if its initial speed equals an
equilibrium value, which is called the "geostrophic
wind speed". But if the initial velocity is not direc-
ted along the isobar or if its speed is difterent from Nocturnal low-level-jets have also been studied
the uniquely determined geostrophic wind speed then experimentally by Roth [31], Kottmeier [32] and
the parcel will start, oscillations. Kraus [33]. An elementary analytical approach to

nocturnal low level jets has been given by Blacka-
If we, now allow for friction as a third force, dar [34]. Numerical simulations were performed by

which ,rtirs primairily within the planetary boun- Thorpe [35] and Malcher &,- Kraus [36]
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4 Stability Phenomena, and
its influence on flight opera-
tions

We now want to know how a certain type of turbu-
lence affects- the aircraft motion. A flight at a given
height in a given atmospheric environment may be
subject to the investigations. The model, we have

-s-Khabarovsk, 23.1.1975 just seen in fig. 13 leads us to a special characteri-
300 - stic gust-wavelength L. of the wind-field passed by
280 - - - 7 the aircraft with a given airspeed V. According to
260 - Taylor's hypothesis [25] a windfield car, be assumed
240 - - - to be time-fixed, if the windspeed is low compared
220 - - - to the aircraft speed. Hence the airspeed has an im-
200 - -. - portant influence on the frequency of the gusts, seen

Typ I from the aircraft. The wavelength L, can be trans-
140 - - verted to a frequency fU by using the airspeed V

"10 T = V/LW a ige

00 Thus, a higher airspeed induces a higher gust-
80- frequency in the same windfield. Most important
60 - for flight operations and safety are the accelerations
40 - - and flightpath-changes of the aircraft in the wind-

-- field. Therefore transfer-functions from windspeed
0- to the aircraft-response are very helpful for further

0 2 4 6 8 10 12 14 16 18 20 22 24 investigations. As an example we want to set up
- Windspe in the transfer-function from the vertical windspeed

-*-Khabarovsk, 27.1.1975 to the vertical acceleration of the aircraft. Let us
400 1 - --- ------- first review the phases of an aircraft flying into a

H ,step-shaped upwind-gust: in a stationary horizontal
350 flight, the aerodynamic lift equals the weight of the

" aircraft (fig. 14):
300 

W- 2-S -C .- a t( 6

250 2
TYP 11 When the aircraft is penetrated by the vertical

200 upwind-gust, an additional angle of attack Aa arises

0SO-- producing additional lift AL and an upward accele-
100 / ration H of the aircraft-mass m:

0 - --- AL = in V2 • S -CL.A (27)

50 with the lift coefficient assumed to be linear (CLG =

-- , iii const). The pitching motion of the aircraft is neglec-
0 2 4 6 8 10 1? 14 16 18 20 2? Z4 26 ted, to keep this model simple.

Windspeed inl n/.9 -The flightpath-vector rises whereas the vertical

windspeed is chosen to be constant and the additio-
nal angle of attack Aa decreases.

Figure 13: Worst case LLJ after [29] (diagram from
Swolinsky (30]).

Ww 
X

2; ap 2 k, X1 IhIfIl I
Figure 14: The aircraft flies in stea:, ' conditinns,
horizontal flight at an airspeed V without wind at a
certain angle of attack as, to keep the lift L equal
to its weight W
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Xf

X1k

.r9, Xk V VtX

Vk

V
Figure 15: At the time the gust of upwind ww is X__
reached, the flight path speed Vk initially remains
constant, whereas the airspeed is the result of Vk and
w,, with an additional angle of attack Aa, initially Figure 17: The aircraft has returned to a steady, now
equal to the wind-induced angle a,. climbing flight. Aa 0 and AL 0.

X/

Xk a r

X1 V V 'ar

Figure 16: The additional lift accclerates the aircraft Figure 1 Free and bounded vortex of a wing-
upwards, the longitudinal lift component, which ari- n igure 1 .
ses whei: the lift-vector is turned into the new di circulation [37-.
rection of airstream, is assumed low and omitted for
this view. Which is of the form of a DT,-link:

Now we can start to develop the transfer- F(s) = K-Ts (34)

function from equation (27). Assuming small angles, with

from fig. 14,15,16 calm be derived: with
K = A. and T =m/At,

ww - 1i
V(28) Looking back to the step-shaped-gust, it has to

With eq. (27): be considered, that the lift-force on the wing does
not build up inmunediately, when the angle of attack

A P (. 1 i) Z (wI - I), (29) changes. An additional circulation AF appears when
ALz -V V c. - c e (2hanges. A wing-bounded and a free vortex coun-

teract, so initially no additional lift is produced. As
Laplace- transformd: the free vortex is left behind, the bounded one be-

AL = ,,, - (30) comes effective and lift rises in the same manner
( /' (fig.18). An approximation of the time-behavior of

Equ-tion (27) La)lace-transformed: unsteady lift can be developed from the approach of
the Kiissner-function %Y(t) (see Schinzer [371).

Sft = A L/71 (31) A L(t) = A L ,,. -'(t) (35)

Euations (30) and (31) together yield:
A simple form of this model will be sufficient to

AL = A - A) (32) approximate gust-loads (see Schinzer [371).
Sf1 ) 4(t) = 1 - e-,/Tl (36)

resulting in the transfer-function from vertical wind ith
to additional lift: I

ML's V
-(s)_ .0 (3) 'The factor f can be drawn out of optimization-

, I - .. ,,ralculati,,ns and is dlepending on aspect-ratio and
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OA at I- stal,hc

0 50 s doO 11.0 Html

"- ~Figure 20; Unsteady lift variance as a function of
-bheight and atmospheric stability [37., -, • • • I Ae i s q

lIT t/Tk, unsteady lift variance a, to stationary lift variance

0"2 st increases with height and atmospheric stability,
Figure 19: Bode-Diagrainzn of transfer-function Wt, i.e. the Ri-number.
to AL.

NIach-numubr [37]. A Laplace-transformation of eq. 5 Energy budget of aircraft
(36) togethr with cq.(35) leads to the transfer- and safety criteria
fiuction froin stationary to unsteady lift:

AL((s) 1 ( Facing a flying aircraft from the energetic point of
AL, I 'ks (37) view, it can be described as a system ofenergy stý)res.

Single stores can exchange enlergy with each other
(oombination of e(Is. (34) and (36) leads to the and across the border of the system "aircraft" with
transfer-function: its environment, usually the atmosphere. Depending

F A(s) KT's 1 on the case, the exchange can take place in one or
uf(s) 1 + Ts - j 7 .'s both directions, but is combined with a transforma-

tion of the energy-form with a certain loss according
with ? to the effectivity of the transformation process. The

,ll and - energy flow E between the stores or the trmosphere
is the Power P.

Fig 19 shows a iode-Diagrainin of this transfer- Let us now take a look at the different energy
function for the following set of aircraft data: forms, stores and describing values.

7 = 4350 ky rL, = 4.0 A powered aircraft has stored an amount of che-
V = 60 ir/s 1= 2.0 it imical energy in its fuel tanks which can be transfor-
S = 28 Yn2  p1 1.225 kg/rn 3  med to mechanical energy by the engines. The level

of this store can be expressed in the remaining fuel
The diagram shows clearly, that the additional quantity. The energy flow from the engines has to

lift has a inaxirnutn approximately between 1 lz and be divided into one stream, which is needed to coun-
50 1tz of gust circle-frequency. In this range the wing teract the drag. The remaining stream, if there is
structure is :Aressed mostly. At lower frequencies, one left, can be taken to feed the other stores. The
the aircraft is able to follow the gust waves, at higher influence of the chenfical energy store on flight safety
frequencies lift, cannot buil up due to the low-pass is evident, everyone knows what happens if this store
behavior of the Kiissner-fuinction. With this kind of runs dry.
transfer-functions any wind-model achieved by tile- The level of the potential energy store can be ex-
tf.orological modelling can be applied to an aircraft- pressed by the height. It becomes marginal for flight
model for analysing structural loads or flight path safety if an impact on the ground is possible. Energy
deviations. Th~e same effects could he shown with exchange with the atmosphere takes place in vertical
longitudinal gusts. In this case the change of the air- winds. An upward movement of the surrounding air
sp~eed AV would cause the change in lift AL. With delivers potential energy to the aircraft, downwind
this transfer-function the curves of fig. 13 can be takes energy from it.
transverted into a diagram of additional lift, respec-
tively acccleration, (lepfending on the height and at- Kinetic energy in the common physical sense is
inospheric stability. Fig. 20 shows how the ratio of defined by using the flight path speed. Aerodyna-
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mic forces are depending on the airspeed, thus the
definition of the aero-kinetic energy by using the air- Downdraft

speed is of much more interest regarding to flight
safety. So the airspeed is a value for the level of ki-
netic energy. A low margin would be the aircraft
approaching stall speed, an upper limit is the design Cold air outflow

speed. Using the aero-kinetic energy, an exchange
with the atmosphere would be a flight into a longitu- Gust front

(final gust, e.g. in a wind-shear. Due t ) the inertia of
imass the aircraft initially keeps its flit ht path speed.
The airspeed changes with the wind, resulting in an
aerokinetic energy gain or loss until the flight path
speed reaches the new value. Most important for
flight safety is tihe quick exchange of kinetic to po- .... ..
tential energy or vice versa, which is possible simply
by using the elevator.

A certain level of energy can be stored by ela- Figure 21: Sketch of a downburst [38].

stical deformation of the aircraft-cell, especially the
wings. The upper margin could be a certain value of
the aircraft weight multiplied by the g-load, at which Hleight 11,1l
structural damages are to be expected. If the aircraft 360
files into a gust, a change of lift causes the wings to
bend until the aircraft mass is accelerated. In this 320

case energy is buffered until it is passed to the poten- 280 oott..

ýial and kinetic energy stores. As this energy store 240

is not relevant for flight path applications it will be 200 '.'

neglected in our further considerations. 160

The rotation energy is of minor interest, because 120
its absolute value is low, compared to the kinetic and HIVw.,.)--80-
potential energy, in addition it is not directly related 40 I

to safety. Of course a spinning aircraft is probably in 0
danger, but more important to its safety are the loss 0 I 2 3 4 5 6 7 8
of potential anid excess of kinetic and elastic energy. vw,,.. wiulsped .i '"
Rotation energy could become important, if wake-
turbulence is taken into account.

Concluding the energy considerations, we have Figure 22: Windspeed profile in a low level jet.

two main kinds of aircraft energies which are directly
influenced by wind: vector Vý with its components u,,, vw. yields a

nine element gradient tensor:
9 Potential energy: Ept = nigH

which is changed especially by ( -u dU u
vertical w ind : E p ,, = m g (V sin(a .- -y) + w , ,,) a o 0 Y ((z

* Aerokinetic energy: Ekin = 1mV2 /2 grad 9y = 09W VJ Oz

which is changed especially by O9w. O9w Omwm)

horizontal wind: Ox Oy Oz
/k,, = in. (V + ui cos(a, - 7))2/2 Only three of these elements seem to be relevant in

wind shear accidents:
Now the question is, how these different energy-

stores are aftected by a given wind-phenomenon and
what kind of wind brings which store to a margin. - wind variation with height au1/Oz = u,

Wind shear situations arise mostly during unsta- - wind variation along the 8u./Ox = U.."
ble or neutral atmospheric conditions. Typical wind flight path
shear situations are those appearing during thunder- - spanwise variation of the Ow"/iy = w.,r
storm downbursts, low level jets or due to the earth's vertical wind
surface boundary layer (see figs. 21 and 22).

In thit attmnosph|,re hle flow is usually three- These wind gradients change the aerodynamic
,i,, :1i, h,nil' 1w p,•aial vziriatlioi of the windspeed forces acting on the aircraft. The first two elements
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influence the longitudinal motion whereas the lat-
ter induces a rolling motion in the lateral-directional m/s I
mode. The ICAO classifies the wind gradient u,.. as

- dangerous if u,, > 0.200 l/s
- diflicult if u,,, > 0.130 1Is a t,____,,___ o_._ ,

- significant if uWZ > 0.066 1/s
11/5• osrsoced V,°

Considering only the aircraft's longitudinal mo-
tion the time dependent horizontal wind speed may '.

be expressed as follows:

uw(t) = uwz • AXk - Uwz • An (40) . .0 'a so

Wind variation with time leads to the following equa-
tion [38]:

Uw(t) = uwVk - uwz•f (41)

The variation of the horizontal wind with time de- -0pends on the aircraft's kinetic velocity Vif and the .. 1,

vertical speed if. Thus, if an aircraft enters a space-
variable windfield it will be transformed into a time
variable windfield, which will have an effect on the 1n/s 10inle *",#qy atll
aerodynamic flow around the aircraft. Considering ,t / ,0909 ,'off ,o,
the unsteady aerodynanic loads the aircraft's reac- -__
tions to a simple wind shear model are shown on
fig. 23. The airspeed changes at the time the wind-
speed decreases from - 12 m/s to 0 n/s inducing the
phugoid motion. The deviations from the flight path
are significant (AlI > l00m) and could lead to an Figure 23: Reaction of an aircraft to a simple hori-
accident during a landing approach. The total energy zontal wind shear model.
rate with its kinetic and potential components are
plotted during this procedure as well.

deviati- Where fii, = f(u •,u,,,) as shown in eq. (41). Fig.
in order to avoid wind shear accidents,tdeeh 24 shows the flight path during a landing approach

ons from the flight path and airspeed must be held through a low level jet with and without thrust comn-
to a minimum. Mathematically this means: pensation. The danger of a crash due to the loss

AH = 0 of total energy is obvious. In fig. 25 the reaction
time At of a number of pilots to compensate thrust

and is plotted against the maximum wind speed depen-
AV = 0 dent height of a low level jet. It shows clearly the

Thme kinetic velocity VK is the superposition of air- tendency of the pilots not to react correctly with in-

speed V and windmlspeed I,. This is true for the time creasing height.

derivatives as well:

ýk = V + V. (42) 6 Conclusions

Taking into account the requirement that the air-
speed V has to be kept precisely it results that the It may be concluded that it is a matter of power
kinetic velocity has to be changed with wind speed density and wavelength of the wind-phenomenon re-
variations: suiting from the atmospheric conditions in relation

Vk = V•', (43) with aircraft type specifications, such as mass and
In other words this means that the total energy (kine- wing loading, if the wind influence results more in
tin +pothernwords this toeans thpth ontalt enrogy u (k a power and energy problem or in a structural one.tic + potential) has to be kept constant throughout The first case is relevant for flight safety from the

a wind shear field This requirement can be fulfilled fight d amis point ofview and was dc e

by providing or taking thrust energy. The linearized flight dynateics point of view and was discussed by

longitudinal equations of motion yield the following analysing the aircrafts flight path response to a sim-
dependency of thrust from wind [301: ple wind shear model. The resulting flight safety

requirement is that the total energy of the system

AT ug. AwW91 "aircraft" has to be kept constant, which can be ful-
- - + fldý pv + (44)4J IV' ' V filled by providing or taking thrust energy according
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Figure 24: Flight path of a landing approach du- /
ring wind shear conditions (low level jet) with and I, /
without thrust compensation. 2U * /,

+

to the energy flow resulting from windspeed variati- /1 /

oiIgs 1||.

Appendix

Derivation of Equation (4)
I l i1 III A,

eVP refer to the footnote concerning the sunilna-

tion rule for tensors on page 3 and start with the
equation of motion of a fluid element (2) in the form

dui dui 0* Figure 25: Pilot's reaction delay during landing ap-
d uk Oxk - (45) proaches through low level jets.

Employing the notation
and with the Lagrangian function._ujuj

2 C := Ei --Y
the first term on the left hand side can be written

we finally have

d J- 2 ) d (dtOuOii - 0 (50)

whereas the second term on the left hand side upon

aiultiplication with ui yields

S(I u ) (47) ReferencesUik-xk=uk-• 2uui(7
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Utilizing Quantitative Feedback Theoy Design Technique For Flight Control System

Constantine H. Houpis
Air Force Institute Of Technology

Wright-Patterson AFB, Ohio, 45433, USA

ABSTRACT characteristic equation.

Quantitative feedback theory (QM has achieved the status 2. The design is tuned to the extent of the
as a very powerful design technique for the achievement of uncertainty and the performance tolerances.
assigned performance tolerances over specified ranges of
plant uncertainties without and with control effector This frequency-domain design technique is applicable to the
failures. This paper presents a brief overview of QFT and its following classes: (a) MISO linear time-invariant (LTI)
applications to advanced MIMO flight control systems. systems; (b) MISO nonlinear systems; (c) MIMO LTI
Desired performance over varied flight conditions may be systems for which the performance specifications on each
achieved with fixed compensators (controllers), despite individual closed-loop system transfer function and on all
failures of effectors. QFT is the only design technique that the closed-loop disturbance response functions must be
has been able to make considerable progress in improving specified; (d) MIMO nonlinear systems; (e) disturbed
the design of an overall flight control system taking into systems; and (f) sampled-data systems as well as
account the man-in-the-loop specifications. continuous systems for all classes. The MIMO classes are

converted into equivalent sets of MISO systems to which the
INTRODUCTION QFT design technique is applied. The objective is to solve

the MISO problem, i. e., to find compensation functions
The paper is divided into four parts, the first part presents which guarantee that the performance tolerances for each
a qualitative overview of the theorectical concepts of QFT, MISO problem are satisfied for all P in P. The amount of
the second part presents a number of examples to which feedback designed into the system is then tuned to the
QFT was utilized to design the control system, the third desired performance sets T and T, and the given plant
part presents the concept of a dual reconfigurable control uncertainty set P. Also, time-varying and nonlinear
system scenario, and the fourth part presents an overview uncertain plant sets can be converted into equivalent MISO
of QFT computer-aided-design (CAD) programs. A short LTI plant problems to which the MISO frequency-domain
reference list is presented as a supplement to this list. technique can be readily applied and where the

fundamental tradeoffs are highly visible. 6

PART 1 - OVERVIEW OF QFT
1.2 MIMO Uncertain Planl'4,'0

1.1 Introduction'A"i

The state-space representation for a L7I MIMO system is:
Quantitative feedback theory (QFT) is a unified theory that
emphasizes the use of fedback for achieving the desired *(t) = AX(t) + BI(t) (1)
system performance tolerances despite plant uncertainty
and plant disturbances. QFT quantitatively formulates these
two factors in the form of (a) sets T ={TR)} of acceptable y(t) = C(t) (2)

tracking or command input-output relations and T = (TD}
of acceptable disturbance input-output relations, and (b) a where A, B, and C are constant matrices. The plant
set 0 = (P) of possible plants. The object is to guarantee transfer-function matrix P(s) is evaluated as
that the control ratio T, = Y/R is a member of T, and
TD = Y/D is a member of TI, for all P in P. QFT is P(s) = C[sX - A] -1B (3)

applicable for both nonlinear and linear, time-varying and
time-invariant, continuous and sampled-data, uncertain This plant matrix P(s) = [pJs)] is a member of the set
MISO and MIMO plants, and for both output and internal P = MP(s)) of possible plant matrices which are functions
variable feedback. of the uncertainty in the plant parameters. In practice, only

a finite set of P matrices is formed, representing the
The representation of a MIMO plant with m inputs and t extreme boundaries of the plant uncertainty under varying
outputs is shown in Fig. 1. The QFT synthesis technique for conditions.
highly uncertain LTi MIMO plants has the following
featuress: Figure 2 represents an mxm MIMO closed-loop system in

which F, G, and P are each mxm matrices. There are m2

1. The MIMO synthesis problem is converted into closed-loop system transfer functions (transmissions) %i(s)
a number of single-loop feedback problems in contained within its system transmission matrix, i.e., T(s) =
which parameter uncertainty, external {i(%s)), relating the outputs yi(s) to the inputs rj(s), e.g.,
disturbances, and performance tolerances are y1(s) = t%(s)rj(s). In a quantitative problem statement there
derived from the original MIMO problem. The are tolerance bounds on each tV(s), giving a set of m2

solutions to these single-loop problems are acceptable regions rjs) which are to be specified in the
guaranteed to work for the MIMO plant. It is not design, thus toj(s) (rj/s) and T(s) = {r1,(s)}.
necessary t( consider the complete system

af
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From Fig. 2 the following equations can be written i(r = [A + a)- [oY - DT (9)

y=Px z=Gu u-v-y v=Fr
This is is used to define the desired fixed point mapping

In these equations G(s) and F(s) are the matrices of where each of the m2 matrix elements on the right side of
compensator and prefilter transfer functions, respectively, (9) can be interpreted as a MISO problem. Proof of the
and are often simplified to diagonal matrices, i.e., G(s) = fact that the design of each MISO system yields a
diag(gi(s)) and F(s) = diag(fi(s)}. The combination of satisfactory MIMO design is based on the Schauder fixed
these equations yields point theorem.9 This theorem is described by defining a

Y = [1 + pl -PGFZ (4) mapping Yl by

T(T) A [A+ ' [OF - BT] (10)

where the system control ratio relating r to y is
where each member of T is from the acceptable set T. If

" = [z + PG] -POP (5) this mapping has a fixed point, i.e., T c T such that
Y(T) = T, then this T is a solution of (9). Figure 3 shows

The QFT objective is to design a system which behaves as the four effective MISO loops in the boxed area) resulting
desired for the entire range of plant uncertainty. This requir from a 2x2 system and the nine effective MISO loops
es finding three fi(s) and three gi(s), for diagonal matrices, resulting from a 3x3 system.9 The control ratios for the
such that each t,(s) stays within its acceptable region desired tracking of the inputs ri by the corresponding
-ij(s), no matter how pij(s) may vary. The MIMO system, in outputs yi for each feedback loop of (10), of the MISO
order to simplify the design process, is converted into an equivalent systems, have the form
equivalent set of MISO systems, as shown in the nextsection. YiI = wij(viJ + u-"J, 11

= Yri "' Ydij

1.3 The MSO Equialet Meth• od,
where wd = q./(1 + g,(.)9 and v0 = gfi4. The interaction

This section presents an overview of the representation of between the loops has the form
an mxxn MIMO system by min MISO equivalent systems, each
with two inputs and one output. One input is designated as dij = - (12)
a "desired' input and the other as a "disturbance" input. The
inverse of the plant matrix is represented by and appears as a 'disturbance' input in each of the

feedback loops.
P11* P22* ... P1,.*
p1* Pz* ",PiM* If the plant matrix P is not a square matrix then P is
P2 I* PZ * "Pzm* replaced in the above equations by the *effective plant

P-1 = (6) matrix' P, where P, = PW and W is ant m weighting or
a squaring down matrix.

Pmi, * p,2* ... M* 1.4 The MISO QFr Design 4

1.4.1 Perfnamae Specifiations - The overview of the
where A is the diagonal part and B is the balance of P". QFT design technique is best presented in terms of the
A Q = ()} matrix is obtained from (6) by letting % m.p. LTI MISO system of Fig. 4 since an tnxm MIMO
l/pij* thus control system can be represented by m2 equivalent MISO

control systems. The control ratios for tracking (D = 0)
and for disturbance rejection (R = 0) are, respectively,

qcI q "2  qIP F(S) G(S) P(S)
q2, q22 "". q28  T.,(s) = FsGsPs

1 + G(s) P(s) (13)
_ FL

I(7) + L

q11  ' q,. qx,, (14)
P(S) _ PTD = I + (s) P -s p

The m2 effective plant transfer functions are formed as 1 + G (S) 1 +L

qij - 1/pU* - [detP/adjP1 ,J (8)

Or

where is a requirement that detP be minimum phase
(m.p.). Utilizing (6), (5) is manipulated to

4_
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C, and D and the shaded area is labeled TP(jl), which
( 15) can be represented by plastic a template. Templates for

TD U a constant (1other values of wi are obtained in a similar manner.

1.4.3 U-Contour -- The specifications on system
performance in the frequency domain (see Fig. 5) identify
a minimum damping ratio C for the dominant roots of

The tracking thumbprint specifications, based upon the dosed-loop system which becomes a bound on the
satisfying some or all of the step forcing function figures value of Mp - Mm. On the NC this bound on Mm = ML
of merit for underdamped (Mp, tp, t, t, K.) and (see Fig. 5) establishes a region which must not be
overdamped (t, t, K,.) responses, respectively, for a penetrated by the template of Low) for all w. The
simple-second system, are depicted in Fig 5a. The Bode boundary of this region is referred to as the universal
plots corresponding to the time responses y(t), and yWt)L high-frequency boundary (UHFB), the U-contour, because
in Fig. 5b represent the upper bound B, and lower bound this becomes the dominating constraint on Lo(j).
B, respectively, of the thumbprint specifications; i.e., an Therefore, the top portion, efa, of the ML contour
acceptable response y(t) must lie between these bounds. becomes part of the U-contour. For a large problem class,
Note that for the m.p. plants, only the tolerance on as w -a, the limiting value of the plant transfer function
rl(j(oi)I need be satisfied for a satisfactory design. For pproaches
nonminimum-phase (n.m.p.) plants, tolerances on
4-TRaw) must also be specified and satisfied in the lr0 K
design process.-56'" It is desirable to synthesize the WAto, (1

tracking control ratios corresponding to the upper and
lower bounds Twu and Tpu respectively, so that 6RJow) where X represents the excess of poles over zeros of P(s).
increases as w, increases above the 0 dB crossing The plant template, for this problem class, approaches a
frequency of TU. This characteristic of 6R simplifies the vertical line of length equal to
process of synthesizing a loop transmission L0(s) =
G(s)P.(s), where P0 is the nominal plant transfer A ( (-L0)lm P., - Lm P,,m] (20)
function, that requires the determination of the tracking =m K.,. - Lm K., = V dB
bounds BR(jo) which are obtained based upon 4R(j00)'
The simplest disturbance control ratio model is T,(s) =

Y(s)/D(s) = ap a constant (the maximum magnitude of
the output based upon a unit step disturbance input). If the nominal plant is chosen at K = K,,,•, then the

constraint ML gives a boundary which approaches the U-
1.4.2 Plant Templates of Pq(s), TPUo) -- With L = GP, contour abcdefa of Fig. 8.
(13) yields

1.4.4 Boumls Bo(jw) on L,(jw) -- The determination of
Lm T, = Lm F + Lm [ L (16) the tracking BR(j.w) and the disturbance BD(jw) bounds

I +L are required in order to yield the optimal bounds B,(jo)
on Lkot.•). The solution for BN(jo) requires that the

The change in TR due to the uncertainty in P is actual ATRaQw) S SaRjO) dB in Fig. S. Thus it is
necessary to determine the resulting constraint, or bound

A_ (1mT) -, on L(jo). The procedure is to pick a nominal
plant P0(s) and to derive the bounds, by use of templates

S + L or a CAD package, on the resulting nominal transfer

function L0(s) = G(s)Po(s). The disturbance bounds can
By the proper design of L = L. and F, this change in T, is be determined by the method described in Reference S.
restricted so that the actual value of Lm TR always lies For the case shown in Fig. 9 B(j..Q) is composed of those
between BU and BL of Fig. 5. The first step in synthesizing portions of each respective bound BDo).) and Bvow)
an L, is to make templates which characterize the that have the largest dB values. The synthesized lo(jw)
variation of the plant uncertainty, as described by j = must lie on or just above the bound Bjw) of Fig. 9.
1,2, ..., J plant transfer functions, for various values of w,
over a specified frequency range. For the simple plant 1.4.5 Synthiesiing (or IA" Shaping) 1,(s) and F(s) --

The shaping of Lo(jw) is shown by the dashed curve in
P(s) = Ka (18) Fig. 9. A point such as Lin 1,2) must be on or above

8 ( 8 ÷ a) Bo(B2). Further, in order to satisfy the specifications,

ko(jw) cannot violate the U-contour. In this example a
reasonable L,,o) closely follows the U-contour up to

where K 4 (1,10) and a c (1,10), is used to illustrate w = 40 rad/sec and must stay below it above ) = 40 as
how the templates are obtained for a plant with variable shown in Fig 9. It also must be a Type 1 function (one
parameters. The region of plant uncertainty is depicted in pole at the origin). Synthesizing a rational function L.(s)
Fig. 6. The boundary of the plant template can be which satisfies the above specification involves building
obtained by mapping the boundary of the plant para- up the function where for k - 0, G, - I..0, and K =
meter uncertainty region as shown on the Nichols chart Ir',lo}. l1 (ow) is built up term-by-term or by a CAD
(NC) in Fig. 7. A curve is drawn through the points A, B,

-t
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10*/sec pitch-rate is commanded. Note that failure of
Zlo (-J) = lk(JW) both elevators (case 7) is omitted. The reason is apparent

P 0 4(j) f [KkGk(j,,)I from Fig. 13 which shows loop 1 effective plant set P(1)
k=0 k k with 4x6 = 24 elements, whose size is a measure of the

uncertainty range. Case 7, with its 4 F.C., more than
doubled this uncertainty range and its inclusion would

(21) require about 20 dB larger It,(jw)L which was consid-
ered intolerable under the bandwidth constraints. This is
an example of the transparency of QFT, revealing the

loop shaping routine,' 2 in order to stay just outside the trade-off between the benefits and cost of feedback

U-contour in the NC of Fig. 9 [see (21) where k = during the course of the design and not at the end after

0,1,2,...,w]. The design of a proper L0(s) guarantees only the design simulation, as is done by other MIMO control

that the variation in TF(j,)I is less than or equal to system design techniques.

that allowed, i.e., SR(j0i). The purpose of the prefllter
F(s) is to position Lm [T(jw)] within the frequency 2.3 F-15STOL Analog Flight Control System

domain specifications, i.e., that it always lies between B, Ro g aa Design13

and BL (see Fig. 5) for all J plants. The method for
determining F(s) is given Ref. 1, 5, and 8. The results of an QFT design, for a linearized 2x2 F-

15STOL open-loop unstable model with forward velocity

1.4.6 Simulation -- By use of a QFT CAD package (see and angle of attack as outputs, is presented in this sec-

Part 4) a verification of the "goodness of the design" can ton. The canard, stabilator, elevator, and the top and

be readily determined for all J plants. bottom reverser vanes are the 5 effectors. The uncertain-
ty range consists of (a) 3 F.C. (100, 120, 180 knots all at

PART 2 - QFT DESIGN EXAMPIES sea level) and (b) no fail and 5 single failure cases,
inasmuch double failure provided insufficient authority

2.1 Introductio for control. The time-domain specs and their correspond-
ing frequency-domain specs are available in Ref. 13. The

A number of QFT design examples are qualitatively 5x3 W matrix is chosen and the design proceeds in a
presented in this part to illustrate the power of the QFT manner similar to that of Sec. 1.4. The final design

design technique. The reader is referred to the references simulation results are shown in Fig. 14 (6x3 = 18 plots

in order to obtain the quantitative aspects of the MIMO per figure) with the response tolerances being satisfied.

control system design procedure.
2.4 AFI/F-16 Digital Flight ComUo System

22 YF-16CCV Anlog Flight C rol System Reonfiguratim Design 4

Reconfiguratin Designl"I

A linearized 3x3 AFTI/F-16 unstable model is used for

A linearized 2x2 YF-16CCV open-loop unstable model is this design having 3 outputs (pitch, roll, and yaw rates)

used with 4 individually control effectors: 2 elevators and with 6 independent effectors (2 flaperons, 2 horizontal

2 flaperons (they are normally tied together, constituting tails, vertical canard pair, and rudder). The uncertainty

two inputs). For this QFT design, the command inputs consists of (a) 4 F.C., (b) no effector failure, and (c) 5

and the controlled outputs are pitch rate and roll rate. single, 2 double, and I triple effector failures. A digital

The 4 step-response tolerances are shown in Fig. 10, to design is inherently n.m.p. so is limited in its feedback

be achieved over the Mach, altitude flight conditions benefitszj's•. In the preliminary design effort, it is pos-

(F.C.): (1) 0.2, 30 ft; (2) 0.7, 30 K; (3) 0.9, 20 K; (4) sible to determine the resulting tolerance range of uncer-

1.6, 30 K; and over as many effector failures as is tainty and if some gain scheduling may be advantageous
feasible. These time-domain responses are translated into (rather than by repeated trial designs with simulations).
"equivalent" w-domain tolerances (% and bh, lower and This design effort is an example of the tiansparency QFT
upper bounds, respectively, on the ]t0w)l taidng offers the designer so he can make intelligent compro-

responses and b, disturbance upper bounds) on the mises in the course of his design. The pitch channel w'-
jow)L, shown in Fig. 11. The design proceeds in a domain simulations yield robust results. The roll and yaw

manner similar to that of Sec. 1.4. The final results are channel results were robust except for rudder failure.

shown in Fig. 12 in which each figure gives the responses
at a single P.C. for the following failures: (1) none, (2) 2.S Unmanned Rmemch Vehdle Digital Flight Cmotrol

an elevator, (3) a flaperon, (4) an elevator and a Sytmi Design
flaperon on the same side, (5) as in (4) but on opposite
sides, and (6) both flaperons. The specifications of Fig. 2-5.1 Ream tigatkm Design* -- This example is of an

10 are satisfied for these 6 cases and the 4 F.C. In Fig. 3x7 unmanned research vehicle (URV) utilizing a

12a, a 50°/sec roll rate is commanded, and in Fig. 12b, a sampling frequency of 60 rps, and second-order actuators

.... ....
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and first-order sensor models. The effectors are rudder, Compensation'4' -- This initial QFT design effort, for the

left and right elevators, ailerons, and flaps. The man-in-the-loop the control system, is restricted to a SISO
uncertainty consists of 36 failure cases. For the most part, design. Nonlinear QFT is used to design the flight control
elevators and flaps can fail up to 100%. But for one case, system Pe for the nonlinear YF-16 A/C model with C*, a

2 elevators and 1 aileron fail 95% each and in another blend of the normal acceleration at the pilot station and
case of an elevator failing 100%, the two flaps fail 90% pitch rate, as the controlled output. The first step in the

only. The S% ani and 10% residuals are necessary so design procedure is to obtain L7i plant models which are
that P would remain m.p. The rudder failure can be up to rigorously equivalent to the nonlinear plant with respect
90% for P to remain m.p., but when limiters are included, to the defined set of desired outputs. These equivalent
only 70% rudder failure is tolerable. Otherwise the failure plants are generated from time histories of the input and
cases include all combinations of single, of 2 surfaces and output from simulator data. This data is used in a
of 3 surfaces failing 100% simultaneously. The 3 program2" to generate LI7 plants that are equivalent to
responses (roll, yaw, and c*) due to roll rate command the nonlinear plant in that both models give the same
are shown in Fig. 15. Each figure is for all 36 cases. Fig. output for the given input. This procedure is repeated for

16 shows the responses due to yaw rate command for all the set of inputs and outputs that are to exist in the
failure cases. The pulse command is not long enough in operating region of the system. The result is a set of LIi
duration for steady-state to be achieved but the 36 equivalent plants which are used in the QFT design

responses are almost identical and satisfy the speci- process. It has been proven that the solution to the

fications. Fig. 17 shows the responses due to c* command equivalent plant problem is guaranteed to solve the
for the 36 failure cases. The specifications are satisfied original nonlinear problem. The resulting closed-loop
over the set P. These simulations are all for the digitally stability augmentation system (SAS), P., becomes part of
compensated system including practical effector limiters. the outer loop containing the pilot. The Neal-Smith pilot

model for a compensatory tracking task is used to

2.5.2 URV Robust Digital Flight Control System' 7 
-- A 50 develope a technique which allows the designer to

Hertz robust digital flight control system and an autopilot synthesize compensation in the outer loop, which
are designed for the Lambda URV model. The control includes a free compensator Fp(s) ('pilot compensator)."

system is built using a small perturbation 3x3 LIi plant The latter is chosen to minimize pilot workload, increase
model P developed from flight test data. The actuators, system bandwidth, and improve handling qualities ratings
also modelled from aircraft (A/C) test data, are second as per the Neal-Smith criteria, for the tracking task. The
order in roll and in pitch and first order in yaw. 19 available pilot compensation abilities are then available

separate plants are used to represent the flight envelope for further increasing of system bandwidth to improve
of the A/C resulting from variations in speed, altitude, overall capabilities. This approach can be used at the
center of gravity location, and weight. The pitch channel early stages of flight control design, thus saving time and

is decoupled from the lateral-directional channel resulting money over the current practice. Simulations in the time
in a SISO system for the pitch channel and a 2x2 MIMO and frequency domains demonstrate that the desired
system for the lateral-directional channel. Pitch rate, roll performance is attained.

rate, and yaw rate controllers and prefilters are designed

to satisfy a 450 phase margin throughout the flight 2.6.2 Multiple-Input Multiple-Output Flight Contra

envelope, and meet figures of merit including rise time System Design for the YF-16 Using Nonlinear QFT and
and overshoot requirements. The digital simulations, Pilot Compensation' 9 -- Nonlinear QFT and pilot
which include limiters, show that the resulting robust compensation techniques are used to design a 2x2 multi-

controllers met all specifications throughout the flight axis flight control system for the YF-16 A/C over a large

envelope without gain scheduling. This design is to be range of plant uncertainty. The controlled variables are

implemented and flight tested. C* and roll rate. The only independent commanded
controls are symmetric horizontal tail (elevator)

2.6 Man-in-te-Loop Flight Control System Design deflection and aileron deflection. The design objective is
Technique to obtain responses for step commands in both C* and

roll rate at 2 F.C.: 0.9 mach at 20K and 0.6 mach at 30K.

Figure 18 is a block diagram that represents the man-in- The design is based on numerical input-output time

the-loop flight control design problem. The inner loop histories generated with a FORTRAN implemented six
represents the flight control system where P is the YF-16 degree of freedom nonlinear simulation of the YF-16 (see
A/C (plant) matri, G is the compensator matrix, and F is Sec. 2.6.1). The original compensation for rudder and
the prefilter matrix. The inner loop is represented by the leading edge flaps is left in place. Based on these time

matrix P. and where F, is the pilot compensator that is to histories a set of equivalent LTI plant models are

be designed. generated to represent the nonlinear plant' 9 . Standard
QFT techniques are then used in the design synthesis,

2.6.1 Flight CM er Design with Nonlinear based on these equivalent L0I plant models, to generate
AerodynamiCl, Large Paamet Uncmtainty, and Pilot the inner loop diagonal compensator matrix G and the
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diagonal prefilter matrix F. After the inner loop design is 4.2.1 MISO QFT CAD -- The AFIT package is called
completed, pilot compensation is developed to reduce the "ICECAP/QFT' which is designed for the VAX. Those
pilot's workload. This outer loop design is based on a set desiring a copy of this package can contact: Professor
of equivalent LTI plant models. This is accomplished by Gary B. Lamont, AFIT/ENG, Wright-Patterson AFB, OH
modelling the pilot with parameters that result in good 45433. Currently Professor Lamont is developing an
handling qualities ratings, and developing the necessary extended PC version. These packages have been designed
compensation to force the desired system responses. The as an 'educational tool.'
designed compensator is implemented in the original non-
linear simulation and gives the desired responses over the 4.2.2 MISO QFT PC CAD -- Dr. Oded Yaniv, Tel-Aviv
specified range of uncertainty and beyond. University, Israel, has a MISO QFT PC CAD package for

both analog and discrete system design.

PART 3 - DUAL RECONFIGURATION CONTROL 4.2.3 MIMO QFT CAD -- An AFIT graduate student, Mr.
SYSTEM SCENARIO Richard Sating, has developed a MIMO QFT PC CAD

package for both and analog and discrete designs. The
3.1 Introduction discrete design is done in the w-prime domain. This PC

CAD has been designed to be used on a SPARC station

Elevators, aeropspace vehicles, nuclear reactor plants, utilizing the MATHEMATICA and MATRIXx packages.
and heating systems are a few examples that involve
control systems which affect the safety and comfort of Professor F. Bailey, University of Minnesota, Minneapolis,
humans. One aspect of these control systems that has Minnesota, has also developed QFT CAD packages. The
been and is of much interest is the problem of maintain- QFT CAD packages mentioned in this section will be
ning a stable system under a "control surface (or demonstrated at the First International Quantitative
effector)' failure, i.e., the design of reconfigurable control Feedback Symposium to be held On 3-4 Aug '92 at Hope
systems. Hotel, Wright-Patterson AFB, Ohio. This symposium is

being sponsored jointly by Wright Laboratories and AFIT.
3.2 Dual Reeonfiguarable Flight Control System Non U.S. citizen must have prior clearance, through their

respective foreign office, to attend this symposium.
Figure 19 describes the nature of the dual recon-
figurability scenario. Control system # 1 utilizes QFT REFERENCES

designed controllers that are designed to maintain the
aircraft stable at the instant of one or more effector 1. Horowitz, I. M.: "Advanced Control Theory and
failure. At the onset of the QFT design it is possible to Applications," unpublished notes, The Weizmann Inst. of
determine the degree of effector failure and the number Science, Rehovot, Israel, 1982.
of simultaneous effector failures that can exist and yet be
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flight control systems is undesirable. 4. D'Azzo, J. J., and C. H. Houpis: 'Linear Control

System Analysis and Design," McGraw-Hill, NY, 3rd Ed.,
PART 4 - QFT CAD PROGRAMS 1988.

4.1 htrod-tixm 5. Horowitz, I. M.: 'Optimum Loop Transfer Function in
Single-Loop Minimum Phase Feedback Systems," Int. J.

The first useable MISO QFT CAD package was developed, Control, vol 22, pp. 97-113, 1973.
in 1986 for the analog design and in 1991, for the
discrete design at the Air Force Institute of Technology 6. Horowitz, I. M.: "Synthesis of Feedback Systems with
(AFIT). This CAD package has been a catalyst in assisting Non-Linear Time Uncertain Plants to Satisfy Quantitative
the newcomer to QFT to understand the fundamentals of Performance Specifications,* IEEE Proc., vol. 64, pp. 123-
this powerful design technique. A MIMO QFT CAD 130, 1976.
package has been developed at APIT this spring. These
CAD packages will accelarate the utilization of the QFT 7. Betzold, R. W.: "Multiple-Input Multiple-Output
design technique for the appropriate control problems. Flight Control Design with Highly Uncertain Parameters,
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8. Horowitz, 1. M., and C. Loecher: "Design of a 3x3 System Design for the YF-16 Using Nonlinear QFT and

Multivariable Feedback System with Large Plant Pilot Compensation," M.S. Thesis, AFIT/GE/EE(90-D-42),

Uncertainty," Int. J. Control, vol. 33, pp. 677-699, 1981. School of Engineering, Air Farce Inst. of Tech., 1990.

9. Horowitz, I. M.: "Quantitative Synthesis of Uncertain 20. Houpis, C. H. and G. Lamont: 'Digital Control
Multiple-Input Multiple-Output Feedback Systems,' Int. J. Systems: Theory, Hardware, Software," McGraw-Hill, NY,
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10. Houpis, C. H.: "Quantitative Feedback Theory (QFT): 21. Kobylar, T, 1. M. Horowitz, C. H. Houpis, and F.
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tories, Wright-Patterson AFB, OH, 1987. (Available from Compensation,' AIAA Guidance and Control Conference,
Defense; Technical Information Center, Cameron Station, Portland, Oregon, USA, Aug 1990. Also to be published
Alexandria, VA 22314, document number AD-A176883.) in the Int. J. of Robust and Nonlinear Control.

11. Arnold, P. B., I. M. Horowitz, and C. H. Houpis: "YF-

16CCV Flight Control System Reconfiguration Design U ..
Using Quantitative Feedback Theory," Proceedings of the

National Aerospace and Electronics Conference u2 2

(NAECON), vol. 1. pp. 578-585, 1985.
P

12. Thompson, D. F. and 0. D. I. Nwokah: "Optimal Loop -

Synthesis in Quantitative Feedback Theory," Procled. of
the American Control Conference, San Diego, CA, pp.

626-631, 1990. ul Ym

13. Migyanko, B. S., "Design of Integrated Flight/Pro-
pulsion Control Laws of a STOL Aircraft During Approach Fig. 1 A MIMO plant
and Landing Using Quantitative Feedback Theory," M.S.
Thesis, AFIT/GE/ENG/86D-33, School of Engineering, Air

Force Inst. of Tech., 1986. W--- - -

14. Schneider, D. L.: "QFT Digital Flight Control Design ,r"

as Applied to the AFTI/F-16," M.S. Thesis, AFIT/GE/EE;

(88D-4), School of Engineering, Air Force Inst. of Tech.,

1988.
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15. Horowitz, I. M. and Y. K. Liao: "Quantitative

Feedback Design for Sampled-data Systems," Int. J. d- d
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16. Hamilton, S., I. M. Horowitz, and C. H. Houpis: *QFT -1I
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of the American Control Conference, Pittsburgh, PA, 121 !#1 Id-
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System for an Unmanned Research Vehicle Using Discrete If
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Fig. 3 Effective MI O 2X2 (boxed in
18. Kobylarz, T.J.: "Flight Controller Design with loops) and 3X3 (all 9 loops)

Nonlinear Aerodynamice, Large Parameter Uncertainty
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Abstract

Two control technologies have been developed and control law, and the lower part shows the promising
integrated towards the definition of an Integrated Flight techniques which can be developed and integrated together
Control for the year 2000 (IFC2000) aircraft. The control to achieve the objectives of IFC2000. The end result is
technologies considered for IFC2000 are flight control expected to be a highly nonlinear and adaptive control
reconfiguration and post stall maneuvering. The system which can provide instant controls for precision
reconfiguration technique allows an aircraft to utilize the tracking of the pilot commands.
inherent redundancy among its control effectors for
maintaining aircraft's controllability after loss (or A nonlinear model of a High Performance Aircraft (HPA)
degradation in effectiveness) of one or more of its control with twin engines [I] was used in this development. Thrust
effectors. The reconfiguration technique used in this paper Vectoring (TV) capability was added to HPA to make it
consisted of redistribution of control signals after usable for HAOA control development. Thrust vectoring
identification of a control effector failure (first stage moments for HAOA maneuvering were developed
adaptation). This technique is based on utilizing a pseudo analytically, and were added to the HPA model. The Bare
inverse algorithm and minimizing a performance index to airframe nonlinear model was linearized at various flight
redistribute pilot's commands to the remaining control conditions to generate approximated A, B. and C matrices
effectors. Two control laws were developed for controlling of linearized aircraft models. A linear control law for HPA
,he aircraft in the post stall region where the aircraft is was developed from its nonlinear control structure.
flying at High Angle Of Attack (HAOA) while allowing
reconfiguration in the event of surface damage or actuator Thrust vectoring was assumed to be made available through
failure. A self tuning adaptive control law was developed 3 actuated vanes which were added to each engine at the
for parameter estimation and control gain tuning (second nozzle locations. Two sets of TV vanes were added around
stage adaptation). The control law utilizes the Bierman's the circumferences of the nozzles in a way that their
algorithm for estimating aircraft parameters, and a linear deflections into the jet streams were capable of generating
quadratic regulator for tuning the gains. A neural net pitch and yaw moments. Through simple trigonometric
control law was developed to account for nonlinearity, relationships and addition of appropriate columns to the
parameter uncertainties, and disturbances in the flight control derivative matrix (B), TV vane deflections were
control system. The reconfiguration, adaptive arid neural translated into variations in pitch and yaw moments.
net control laws have been partially integrated, the results Efficiency factors of 0.5 to 0.75 were used for all TV vane
are reported in this paper. Post stall maneuvering is deflections and were incorporated in the appropriate
configuration sensitive requiring a high performance columns of the B matrix.
aircraft with relaxed static stability, thrust vectoring, and/or
additional surfaces (such as canard). A generic high Mixer technologies for blending control signals after
performance aircraft model was modified to incorporate control surface battle damage have been evolving since the
thrust vectoring for generating pitch and yaw moments. A early 1980's [21. A Control Signal Distributor (CSD)
control structure was developed to fly the aircraft with high function was developed and added to the HPA models. In

angle of attack at low speed. The control structure can the case of battle damage causing loss of an entire effector,
track a, io, and 13 commands from pilot's longitudinal and the failure scenario was emulated by multiplying an
lateral sticks and rudder pedal. respectively. The control appropriate column of the B matrix with a factor y = .5.
laws were designed to give steady state tracking for fuselage The second order effects on the stability matrix (A) due to
pointing. Thrust vectoring was used to produce pitch and battle damage were ignored. In the event of a partially
yaw moments at HAOA. The control signal distribution missing effector due to battle damage or an actuator soft
function of the control laws was modified to facilitate failure causing degradation in performance, the effect was
aircraft transition from and to post stall region. represented by multiplying an appropriate column of the B

matrix by the effectiveness factor y (I > y > .5). The
Introduction damaged aircraft parameters were then estimated using the

Bierman's algorithm. It 'was assumed that the flight control
Figure I represents a pictorial overview of the proposed redundancy management could identify failure of the
Integrated Flight Control 20(W) (IFC2(XX)). The upper part effectors. In the event of a partially missing surface or an
of the diagram delineates the fundamental blocks of a flight actuator degradation, the parameter estimator of the self
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tuning adaptive control law was used to identify the failed added to the aircraft at each engine nozzle. The TV vanes
surface effectiveness. The CSD was then utilized to were assumed to be equally distant around the
redistribute the pilot's commands to the remaining circumference of the nozzles, and were appropriately sized
effectors. to have sufficient clearances when they were deflected

simultaneously. The TV vanes for one engine are shown in
A Self Tuning Adaptive Control (STAC) 13) law was Figure 2. The bottom two vanes (when deflected) can
developed with the capability of tuning the control gains generate yaw moment. The top vane deflection can
once the control signal redistribution had taken place generate pitch moment. From Figure 2, the Pitch Vane
through CSD. The results obtained from integration of (P,) deflection of 8p degree generates a deflected thrust
CSD and STAC had demonstrated the effectiveness of CSD force (Fp) with its component, Cfy, projected onto the Z-
in making gross correction in the control laws, and the role body axis. Cfy thrust force, through its moment arm (R),
of STAC in estimating aircraft parameters and fine tuning generates a moment around the Y-body axis with respect to
the control gains. The speed of control optimization the aircraft's center of rotation. Therefore,
convergence in STAC was improved significantly when CSI)
was integrated with the STAC. CM(V) iR C l, R FSint8 (1)

where 8_ is the V vane deflection in degrees.
A Neural Network Control (NNC) architecture [4] was Similarly, for the ýaw Vane (Y,) deflections (Yvr and Y,,),
developed in concurrence with the CSD and STAC. The the following relationship holds
NNC is capable of producing a highly nonlinear control law
for precise control of the aircraft at HAOA. This is done CWV) = 1, R CA= ý4, R F, Sinl, Cos(45) (2)
by training the NNC's hidden units with a large set of Two efficiency factors were assumed for translating vane
inputs. NNC offers a means to incorporate the needed deflections into moments: ap=0.5 and f r =0.35. These
nonlinear control and transition logic into the IFC2000 effectors in to moments fa= T
structure along with the CSD and the STAC. The NNC iciency factors were used to create thrust moments fromwhat was available in terms of aerodynamic moments.
also prescribes the underlying architecture for the flight Equations (1) and (2), along with the converted aero data,

control computers. were used to modify the nonlinear model of HPA. The

With addition of thrust vectoring capabilities to HPA, the modified HPA was linearized analytically to obtain analytic

aircraft equations of motion [51 were used to derive analytic expression for appropriate entries of the B columns. The

expressions for precise nonlinear control of the aircraft at modified HPA was then linearized numerically to obtain

h igh oangle of attack. This control structure has a numerical values for the thrust vectoring coefficients. Thehigh angle valuestofcte TViparameerslwereraproximated b
Proportional plus Integral (PI) feedback and feedthrough values t of the TV parameters were approximated by

structure. The PI control laws are capable of rejecting assuming that the control effectiveness of the'TV vanes are

disturbance and noise as well as holding the aircraft at trim 75% of their counterpart primary control surfaces in

condit' )ns in absence of pilot commands. The feedforward normal conditions. These approximations can be replaced

block Af this control structure consisted of a static gain with real data when available. Small angle approximation

matrix to guarantee steady state tracking of pilot's was assumed for thrust vector deflections; that is,

commands. Later on, the feedforward gain matrix will be Sin (8,) 8, (3)
replaced with either desired linear dynamic models or

precise nonlinear dynamic relationships for desired motion. Sin (8, 8, (4)

It was assumed that the yaw vanes move collectively in one
The IFC2000 must be structurally capable of reconfiguring direction (coupled) to generate yaw moment in that
the control laws after failure, tuning the control gains in direction. The pitch and yaw vanes can be deflected
real-time, and flying the aircraft at high angle of attack. simultaneously without colliding with each other.

Thrust Vectoring Capability Aircraft Models

Thrust vectoring capabilities were derived analytically and The HPA linear model is represented by
were integrated into the HPA nonlinear model. The
nonlinear model was linearized at high angle of attack 1(t) AX(1) * B U(t); X(t)c-*; U(t)ci(
flight conditions, and the linearized models were verified
for effectiveness of the thrust vectors at those angles
[11,12,131. The HPA's linearized model was obtained at the (6)
speed of Mn = .9 and the altitude of H = 1OKft while Y(t) CX(); Y(t)cR; nam; nal; mal
trimming the aircraft at a = 70P. The following where xT = (p, q, r. V, a. P, 0, 4, *, 1
modifications were applied to convert the models to have uT = [a .,8 d.,' 6 A- 8 R' 8,1 81ýJ]
Thrust Vectoring (TV) capabilities. Thrust vectoring was and yT = l a , s , , .
assumed to be available through 3 TV vanes which were an ,p.e

Engine thrusts were eliminated from the input vector of the

4t
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linear model since it was assumed no thrust modulation was
required for the design objectives. For control signal X(i = (A - BMK)X(t) + BMLNU,(t) (9)
distribution, the control elements were separated by the Note, the rank of the control matrix has not changed under
individual surfaces. HPA has two stabilators which are this scenario. That is,
movzA symmetrically to generate pitch moments and
differentially to generate roll (i.e., four columns in B matrix (10)
with a rank of two). Also, HPA has two ailerons, a single Rank(B9,) = Rank(B,,); for 1 • y Y .

vertical rudder, a pitch thrust vectoring vane, and two yaw
thrust vectoring vanes. Therefore, the dimension of the The redistribution matrix is changed by either a right or a
modified B matrix is B: 9XI0, but its rank is equal to 6. left pseudo inverse of impaired B matrix in order to mask
The control effectors have inherent redundancy in out the effects. The right pseudo inverse solution to CSD
generating the moments; that is, the ailerons and is represented by

differential stabilators can generate roll moments; the M = [•rQh]-T tT Q B (I1)
symmetric stabilators and pitch vanes can generate pitch
moment; and the rudder and yaw vanes can generate yaw where Q is a diagonal matrix to be found by minimizing an
moment. Therefore, this aircraft has a minimum of dual error index in the Euclidian norm. The reconfigured closed
redundancy among its effectors in all three axes. The loop system is, therefore, equal to
nonlinear model was modified by moving the engine's (12)
center of gravity 30% ahead of its mean aerodynamic cord 1(t =(A ~j[frQB]-'trQBK)X(t) +BMLNUI()
to fly the aircraft into the high angle of attack regime
without violating the a limit. For a perfect solution, the following equality must hold:

Control Signal Distributor (CSD) ,i[JTQAJ-'t Br Q B K = B K (13)

CSD's primary function is to integrate the reconfiguration This relationship holds only if {BK} belongs to the right

strategy with the post stall maneuvering. For range space of iB-hatTQ}; that is,

reconfiguration, once an effector damage or an actuator (14)
failure has been identified by the flight control redundancy BrQ IB[BT QB-t BQ B K I = j T Q[ B KI
management, the CSD redistributes control signals to the
remaining healthy effectors. CSD is represented by the The preceding equation holds, if and only if
matrix M in the control block diagram of Figure 3. CSD's
in-flight alteration of matrix M represents the first stage I - lifQB]' 8 T Q ) B K 0
adaptation process to accommodate failures or to transition Therefore, for arbitrary and non trivial matrices Q, B and
to and from PSR. For post stall maneuvering and as a K. the following relationship must hold
function of angle of attack, the CSD redistributes control
signals generated from the flight control laws to the (I - B[BrQB-1 b" Q ) = 0 (16)

surfaces and the thrust vectors in order to give more Defining an error equation in a Euclidean norm.
control authorities to the healthy effectors. Through CSD,
an aircraft can smoothly transition to and from high angle = I- A[hTQAI-' Ar (17)
of attack region by changing the thrust vectoring
effectiveness. CSD is a full time function in a flight control the optimized redistribution is obtained by minimizing the
system. It is represented by the matrix M in the linear error function in a least squares sense; that is,

control law Min Min j ! -T ir Q I(18)

U(t) = - MKX(t) + MLNU,(t) (7) Q Q
where, K is the feedback gain matrix, M is the feedthrough This optimization must take place once after each
CSD gain matrix, L is the pilot's command-to-surface impairment and for all flight conditions. A fast parallel
distribution block. and N is the feedforward tracking matrix, algorithm f6j was used for computing the Moore-Penrose
Under normal operating conditions, the CSD matrix is set pseudo inverse. This algorithm was based on Karmarker's
to identity; M=1x6. The closed loop model of the aircraft algorithm (71 which was also used to minimize the
is represented by preceding performance index.

X(t) - (A - BMK)X(t) * BMLNI (1) (8) The weighting matrix Q in CSD can be also used to
represent the control couplings among the surfaces (e.g..

In simulation, an aircraft control effector impairment is aileron to rudder interconnection). Furthermore, pre-
represented by multiplying an appropriate column of the B computed Q matrices can be either scheduled as a function
matrix by a factor y (I z y z .5). This factor alters a of angle of attack or adaptively computed in real time as
surface effectiveness after an impairment. The impaired the aircraft transition from and to post stall region. The
model of the aircraft is represented by the modified B-hat entries of the Q matrix represent the emphasis placed on
matrix effectiveness of an effector with respect to other effectors.
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A left pseudo inverse solution may be obtained only if the the M matrix in CSD to account for a hardover failure.
number of columns in the B matrix is greater or equal to
the number of rows. A solution for matrix M is obtained by Upon an occurrence of one of the preceding failure

scenarios, the first stage adaptation is achieved through
M = Q Br [BQr]-i B (19) feedthrough CSD matrix for redistributing the control

The closed loop system in this case has the form signals to the remaining healthy surfaces. As shown in
Figure 4, the STAC and CSD are integrated together to

i(t) = (A _hQhr[hQh-_K)X(T) +MLNU(t)(20) realize an optimum performance. The Bierman Estimator
block in Figure 4 is the heart of the second stage

or adaptation, and instrumental in making the first stage
effective in the case of a partially missing surface. The

Q() = (A - BK)X(t) + BLUc(t (21) STAC is capable of estimating effectiveness of surface after
a battle damage (i.e., the factor y). The adaptive law block

which is the original closed loop dynamics before in Figure 4 is a linear quadratic regulator which computes
impairment. the necessary adjustments to the feedback gains after matrix

M has been modified by the first stage adaptation. The
In general, employing the left pseudo inverse requires a Bierman Estimator updates the entries of A and B matrices
reduction in the model's order to satisfy the condition on in the System's Truth Model (STM). The CSD modifies the
matrix B's dimension. The least squares solution must be error signals used to command the actuators and to deflect
upgraded to a larger dimension model by minimizing the the effectors. This function utilizes the redundancy among
effects of the matrix M (i.e., the spillover) on the states that the effectors to restore the aircraft's stability and tracking
were eliminated through model reduction. characteristics.

Self Tuning Adaptive Control (STAC) The feedforward block can easily be replaced with
linearized ( or nonlinear) dynamic models of the aircraft

A Self Tuning Adaptive Control (STAC) was developed for for implementing a model reference adaptive control
controlling the aircraft at high angle of attack and fine structure to guarantee a fully integrated reconfiguration and
tuning the controller's gains every time the CSD matrix was high angle of attack control law. The linear quadratic
changed. The STAC law's block diagram shown in Figure regulator can be replaced with the Optimal, Proportional
4 relies on its ability to identify the stability and control plus Integral control techniques 1101 which were specifically
parameters of the aircraft and tuning the feedback control developed for self repairing flight control of an aircraft with
gains to compensate for any changes that may have dual redundant effectors.
occurred in aircraft states during a flight. STAC laws
operate continuously to automatically compensate for the The STAC is structured around the Bierman's algorithm
aircraft parameter variations due to: changes in flight which is known for its numerical stability. The equations
conditions, changes due to failure of its redundant governing the Bierman's algorithm are delineated in 131.
components, and changes in transitioning to and from PSR. The STAC law corresponding to Figure 4 has the following

structure:
For reconfiguration after a failure of a redundant effector,
the STAC relies on the flight control's redundancy U(t) = -KaMX(f) - LaMaN U,(t) (22)

management and Fault Detection/Isolation (FDI) to detect where subscript "a" denotes on line adaptation of the
and isolate failures. A positive identification allows corresponding matrices, Ba represents the B matrix
adaptation and reconfiguration procedures to take effectively in place after the first stage adaptation through
corrective action in controlling the aircraft. For example, CSD, and Ka is the adaptive discrete Kalman gain matrix
should the actuator belonging to a stabilator fail in flight computed by solving the discrete Riccati equation:
(while in normal flight condition or in post stall region),
sensors dedicated to that actuator would indicate that the P. =Ar[P. B.(BrpB. R)-P.IA (
actuator being out of tolerance. Upon comparing the
impaired performance of the aircraft to that of an and
unimpaired model on-board the flight control computers, K T
a discrepancy would be detected and the underlying failure a ( BrP.Ba + R )-1BrpoA* (24)
isolated. The failure or battle damage may result in: 1) loss Referring to Figure 4, the first stage adaptation is
of an entire surface, 2) partially missing surface, 3) represented by CSD, the Bierman's Estimator by BE, and
actuator/surface floating, 4) actuator failing in fail-safe the second adaptation law by AL. The integrated
position, or 5) actuator failing hardover. The failure/battle CSD/STAC law implementation is represented by the
damage scenarios 1. 3, and 4 require zeroing out the following steps:
corresponding column in B matrix. Scenario 2 requires an
on line estimation of surface effectiveness. Scenario 5 may I - Estimate Impairment and Aircraft Parameter Variations:
require either deflection of another surface (out of a pair)
to restore aircraft symmetry, or may require re-computing

aI
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(a., B, C,) =BE( U, X, Y-Y. ) (25) y(t) (r 4(t) +i() (36)

2- Update Truth Model Parameters: The error in estimate is represented by

( A., B., C. ) = ( a, B., C. ) (26) 80+0) = Y(t+1) - X (t) (37)

3- Minimize Control Signal Distributions: The parameter estimate is obtained by minimizing a

quadratic performance in error terms with respect to the
-M = Jl- i[BQ•Bo]B T-1QoBJ (27) estimated parameters

Mi_.nnj ;- LAe( (38)
4- Update CSD Matrix, Ma:

M.o (28) The new estimates are obtained by solving the following
5- Compute Pilot-to-Surface Command Distributions: equations recursively

L I as a function of a (29) )[(t)t)rp(t) (39)

6- Compute Discrete Riccati Solution:

P [=A ° '[ -P oBa(B IP oBa o R) -- ' ]A +S (30) 60+0+=)0)t(40

7- Update Feedback Gain:
Bierman's recursive algorithm for finding P(t) (31 generates

Ka =(BaPaBa+ R)-'B'PaAar (31) a solution to equation (39) in the form P(t) = S(t)-S(t),
where S(1) is an upper triangular matrix. S(t) corresponds

8- Update Feedforward Tracking: to the square root of P(t). A factorization algorithm
C,(_Aa oMKQ)- tBoMoL]-1 (32) updates S(t) with each iteration. As this operation is

ah essentially based on the square root of P(t), the precision

of the calculation is effectively doubled over that of
operating upon P(t).

In the event of a partially missing surface where the
remaining portion of a surface is still functional or in the The magnitude of the state error between the aircraft
case of a soft actuator failure which results in performance measuremc.nt vector and the model is monitored by the

degradation, it may be desirable to utilize that effector in fault detection/isolation function which activates the
the reconfigured control law. The effectiveness of the Bierman's Estimator (BE) and the Adaptive Law (AL)
effector is estimated by the Bierman's on-line recursive blocks when a large value of state error indicates that a
algorithm which continuously updates the current estimate damage/failure has occurred. When the parameter

of the surface parameters with each control loop iteration. estimation scheme is invoked, a jitter signal consisting of 30

The Bierman U-D factorization algorithm [31 is numerically Hz square waves with an amplitude equal to 1% of the
robust with fast recursive steps. This algorithm has an input signal is added to the input to assure convergence of
advantage over standard Recursive Least Squares (RLS) the estimation algorithm. The estimate of B is updated
algorithms in that instead of recursively computing a square with every iteration of the estimator. In many,

matrix, it calculates a factor of that square matrix, implementations it would be required that matrix M in
CSD be updated only when the system identification

The estimator structure is based on the following equations algorithm has fully converged and the state error has been
[31: reduced to an acceptable level. When the state error is

reduced below a threshold, the parameter estimator stops

The input and output measurements are represented by and the jitter signal is removed from the control inputs.

QT(t) =[U(-1) ... U(t-nb- I) ... Y(t- 1), ... Y(t-n)]

(33) Neural Network Control (NNC)

The parameters to he estimated (A, B. and C Matrix With recent development in massively parallel and high

entries) are represented by speed computer technologies, application of Neural
f. ,ac,, bc... , ] (34) Network Architectures (NNA) in developing a precise and

@T... ..b highly nonlinear flight control system capable of performing

The measurement at discrete time t and the estimates of complex and integrated control functions has become a
the measurement are reality. Once it is properly trained, a Neural Network

Control (NNC) can fly a high performance aircraft with self
Y(t) f-r(t Q ) e(t) (35) repairing and high angle of angle of attack features within

its expanded flight envelope.



16-6

The NNA principles are founded on Rosenblatt's 18] degrees. Expanding the flight envelope for higher angle of
theorem that if a training set of linearly independent matrix attack at higher speeds than Mn =.3 is not of interest. This
inputs were introduced to a NNA, then the NNA in a finite is because handling aircraft at higher a and Mn is beyond
number of iterations would learn the function that is the control of a human pilot. At low speeds (Mn z 0.1 -
generating the inputs. A basic NNA shown in Figure 5 0.3) and an altitude range of H - 10K ft - 40K ft, the flight
represents a function gi(x) = x * wTi, where x is a vector envelope may be expanded up to a theoretical limit of a =

of inputs and w, is a vector of weighting functions. The 900. In practice it is reasonable to develop control for
NNC architecture for the HPA flight control law is based PSM of about a - 700. Many assumptions used in aircraft
on ANYANET [4] with 108 hidden units (2 hidden units modeling do not hold for PSM. This inspires motivation
per feedback entry for a feedback gain matrix, K6,9) as for developing a nonlinear control system for highly
shown in Figure 6. The hidden units are those that are not nonlinear and dynamically coupled aircraft motion.
directly accessible as an input or output. They represent
either trained or exact nonlinear functions of the control. A fundamental difference between a HAOA control and
The weights of the hidden units in NNA are adjusted by conventional controls is the small angle assumption which
utilizing the aircraft actuator commands, its state does not hold for HAOA aircraft; that is,
information, and the derivative of the states. The
adjustments are done by comparing the desired feedback a = Tan_-' [ W (41)
entries to the outputs of NNA. The weight adjustments U U

proceed by minimizing the error between the measured and
the estimated parameters of NNC. 1= Sin - '_ v (42)

V V
The NNC in Figure 6 was developed to accurately represent Another important difference is that a conventional aircraft
the feedback gain matrix, K, for the aircraft through with conventional surfaces cannot fly in PSR with an angle
incremental addition of hidden units which, beyond the of attack greater than 300. This means modifications must
original inputs, are trained by other hidden units devoted be made to an existing aircraft configuration in order to
to the same output vector. If a particular output does not make it fly beyond its stall margins. PSM requires aircraft
need a highly nonlinear adjustment, its hidden units will configurations that are either statically unstable such as the
have relatively small values. The NNC does not make any experimental X29 and X31, or modified with additions of
preferential assumptions about the inputs or the outputs, surfaces and thrust vectors such as the FI5 and F18
but allows the net to decide if there are any preferences. research test beds. Another fundamental change to an
It continues to implement Fahlman's [91 incremental existing aircraft requires moving the aircraft's center of
hidden units to eliminate unnecessary connections for on- gravity 20 to 30 percent ahead of its Mean Aerodynamic
line updates, but accommodates outputs which exhibit Cord (MAC). This modification is done easily in an
varying degrees of nonlinear behavior. The ultimate goal aircraft's dynamic model. In the real aircraft, weight must
here is to convolute the NNC with the STAC in developing be added to the noseboom. This change would allow
a neural net adaptive flight control system capable of commanding an aircraft to higher angles of attack without
controlling a high performance aircraft at high angle of violating the aircraft's stall margin or its angle of attack
attack while providing the aircraft with self repairing limiter.
capabilities.

Another fundamental modification to the aircraft
Successful utilization of two NNAs controlling linear configuration is due to loss of rudder's effectiveness and
models of the HPA and a F-16 1101 are represented in the reduced capability to pitch down the aircraft from a HAOA
simulation section. The NNC laws for the linear F-16 orientation with conventional surfaces. An aircraft's
model required 12 inputs, 42 hidden units to represent controllability is greatly improved when additional control
entries of A, and B m..trices, and 6 outputs representing surfaces such as canard or thrust vectoring vanes are added
the entries of the state feedback gain matrix, K. The same to its control effector suite. Such effectors can provide
NNA architecture was trained with the HPA linear data additional yaw and pitch moments at HAOA.
with 9 states, 6 inputs and 6 outputs. The performance of
the NNC for both models were simulated, and the results The HPA nonlinear and linear models were modified to
are discussed in 1161. have thrust vectoring vanes for this purpose. At HAOA, an

aircraft is encountered with increased drag and reduced
Nonlinear Control Str'ucture (NLC) effectiveness of its conventional surfaces for generating yaw,

roll or pitch mcments. A three dimensional visualization
Flying an aircraft in the Post Stall Region (PSR) with a of an aircraft orientation, as shown in Figure 7, consideiing
High Angle Of Attack (HAOA) requires a precise the aircraft flying at low speed and high angle of attack is
nonlinear control that accounts for large angle variations as indicative of the moment losses from deflection of its
well as the dynamic couplings exist between the aircraft conventional surfaces. Furthermore, ineffectiveness of the
states. The Post Stall Maneuvering (PSM) for the rudder can cause unwanted and uncontrollable yaw and
conventional fighter aircraft is usually limited to 25 to 30 sideslip angles if the aircraft were to fly with conventional
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controls into this region. The control laws and structures p-dot-command for landing, takeoff, and cruise. These
that are developed using linearized models under small flight control transitions can be constructed in the Control
angle assumptions are deemed to fail at HAOA. It is, Signal Distribution (CSD) function which goes into effect
therefore, logical to address HAOA maneuvering by automatically without requiring any pilot intervention.
nonlinear controls derived directly from nonlinear model of In consideration of the issues discussed in Table 1, the
the aircraft. Such a control structure can cope with non- nonlinear control (NLC) structure must incorporate the
linearity and coupling of equations of motion at HAOA. following provisions:
Linear models and control laws should then be modified to
reflect the nonlinear control structure before any analysis 1- NLC structure must have a C /1-dot structure modified
or synthesis of the control laws are performed. to have capability of controlling the aircraft at HAOA and

low speed.
As shown in Figure 7, it is desired to fly a modified HPA
to a high angle of attack and be able to roll it around its 2- Modifications to the C/13-dot structure must be faded in
velocity vector. It is realized from this objective that a and out through transition logic in the CSD as the aircraft
control system based on acceleration command (g- goes into the PSM region and comes out of it.
command) is not feasible for this application. The NLC
must be developed to command a, it, and [) as these 3- NLC at HAOA must have a fuselage pointing
angles are critical in acquiring precise control of the aircraft characteristics in order to assume tracking of commanded
and meeting the PSM objectives. This can be realized by angles with maximum decoupling of aircraft states.
carefully by visualizing the aircraft's motion in Figure 7
under the conditions specified. 4- NLC at HAOA must command angles: Longitudinal

stick commanding a, lateral stick commanding 0, and
Due to increased drag and reduced control effectiveness of rudder pedal commanding 0-dot with minimizing
the conventional surfaces, a number of issues may be departure from zero.
encountered when developing NLC structures and laws for
HAOA maneuvers. These issues are outlined in Table 1 in 5- NLC signals must be distributed to the effective control
terms of cause, effects, and remedies. effectors at HAOA.

6- Stall prevention logic and departure prevention logic
To handle flight regimes other than HAOA, it is desired to must be superimposed on the distributed control signals
develop a NLC structure capable of transitioning the flight before reaching the actuators.
control, for example, from a a-command to a g-command
control system when exiting PSM and entering a high speed 7- NLC Laws at HAOA must be of Proportional + Integral
flight condition, or from a-command to c'-command and (PI) type to assure holding of a commanded angle in the

Table I: Issues in Developing NLC Laws for HAOA Maneuvers

Cause Effects Remedy

Unanticipated roll (€) Oscillatory (dutch roll), & roll Increase loop gain in roll
X-spin & steep spin Adjust Dutch roll damping

Unanticipated yaw (•) Slow yaw rate spin, Z-Spin Adjust ARI gains
Increase loop gain in yaw

Unanticipated SideSlip (1) Flat spin Use yaw TV to compensate
increase yaw TV authority
Coordinate yaw TV with aileron

Unanticipated AOA (a) Inverted Spin Use PI control and at-Command
increase integral gain

Stall Uncontrollable Add stall prevention logic
Add g-command and roll feedback
Add Pitch TV for pitch down

Limited Sensor Measurement Opens Control Loops Modify air data computer, angle
of attack and sideslip vanes to

Limited Schedule Divide by zero Wind tunnel and flight tests
Loss of control Expand flight envelope database

Wing Rock Oscillatory Spin Increase dutch roll damping
Nose Slice Flat Spin Increase Yaw authority
All angle departure Rock, roll and tumble Redesign NLC law and structure

Add departure prevention logic
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absence of feedback error signal, and must reject unwanted of STAC without using the CSD function. Here the
noise and disturbance which could be promoting stall or Bierman's algorithm was excited by the jitter signal, and
departure. The integral gains must be adjusted to assure took about 1 second to estimate the entries of the impaired
aircraft being capable of pitching into the wind (pitch B matrix. The simulation of combined STAC and CSD (not
down) and not contributing to spin tendency of the aircraft. shown here) improved the aircraft's performance

significantly in presence of parameter variations in the A
8- NLC at HAOA must include feedback from a, jI, •, and and B matrices. Preceding failure scenarios were repeated
$, and their derivatives where possible. for a stabilator failure. The simulation results of Figures 8e

and 8f show excellent performance recovery. Figure 8g
9- NLC at HAOA must be digitized and analyzed for the shows the Bierman's algorithm convergence properties in
effects of digital time delay on the phase margins of the estimat;ng the impaired B matrix.
aircraft's control loops.

NNC Simulation
10- The candidate gains for NLC at HAOA must be
optimized to assure best performance in this sensitive and The Neural Net Architecture (NNA) for controlling a
highly critical region. linear F-16 model required 42 hidden units (2 per

parameter). Training of the Neural Net Control (NNC)
STAC Simulation took about 90 hours on a IBM 386 Personal Computer,

utilizing 10 training set examples [161. These examples
The CSD/STAC structure of Figure 4 was simulated in represented 1% variations in the A and B matrix entries.
discrete time with a control sampling rate of 100 Hz. The The objective of training NNC was to develop a robust
discrete state space system of linear F-16 model was used flight control law over an assumed flight envelope
to represent the airframe, actuators and sensors. Actuator represented by the 20% parameter variations. Because of
dynamics of 20/(s+20) were augmented into the continuous small training sets and the time required to train NNC, the
system before converting into discrete form. The actuator simulation was stopped after 1% parameter variation
limits incorporated during simulation were: training. The step responses of the NNC system and the
Maximum Range: ± 200; Maximum Rate: 24°/e. corresponding gain matrix are shown in Figures 9.
Each simulation run consisted of 6 seconds of flight time
responding to the following step control inputs: The HPA model used in the simulation [171 has 9 states for
8El -. 1; 8

E2 = -.1; 8 F1 = 1.0; 8F2 = 1.0. coupled longitudinal and lateral dynamics and 6 control
inputs. An optimization technique was used to minimize

A subset of the simulation results from [14, 151 is shown the errors between the outputs of NNC and the outputs of
here. The feedforward gain matrix, N, was computed to aircraft which, in this case, were the states. The
have the 0 and a angles track the elevator and the flap optimization technique in minimizing the errors was a
commands in steady state. All angles in the simulation were mechanism to train the NNC. Various limits were
measured in degrees and plotted as a function of time in incorporated in the optimization technique. They included:
seconds as shown in Figure 8. In all simulations, the maximum number of iterations, maximum allowable error,
commands were made of a 1 second ramp to the desired step size per variable per iteration, and limits on the
value with a 1 Hz sinusoidal function superimposed to reflect, shrink, and expand parameters. The network was
represent pilot's stick motion. trained by 300 input training sets with calculated NNC

weights truncated by 109 and 10.12 factors.
Figure 8a shows the unimpaired response of the aircraft to
the commanded a, and Figure 8b represents the aircraft's Figure 10a represents a top level NNC's hidden unit
response to the commanded 0. In both cases, steady state architecture for one output. The HPA's NNC required 54
decoupling of 0 from a was realized. Figure 8a is a outputs, each with subsequent Hidden Units 1 and 2 as
representative of commanding the aircraft to fly at 700 shown in Figures 10b and 10c.
angle of attack while keeping the pitch angle at zero.
Figure 8c represents 0 and a responses to the commanded The linearized HPA model has a non minimum phase
values of 300 and 70P for when a flaperon was totally transfer function for the angle of attack dynamics. The right
inoperative after 3.5 seconds. Upon correct FDI, only the half plane zeros associated with the angle of attack
CSD was reconfigured to redistribute the control signals to dynamics further complicated the NNA training and the
the remaining healthy surfaces. The simulation shows ,'rning process of the hidden units. Figures Ila to llf
successful recovery of aircraft after reconfigured CSD went represent HPA's transient responses to various step inputs
into effect at HAOA. Figure 8d represents the simulation with the trained neural net control. Figure 1 la shows the
results for when a flaperon was partially damaged. In this unimpaired aircraft response to a 70" a-command. 30P -
case, STAC was used to estimate the entries of the B command, and 00 AI-command. Figure 1lb represents
matrix and to update all of the appropriate gain blocks, aircraft responses to the same commands for when one
The impaired and adapted responses of the aircraft are stabilator was lost and only the NNC was employed. Note.
shown in Figure 8d. The results show successful adaptation this failure scenario corresponds to loss of both symmetric
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and differential stabilators. Although the aircraft remained The requirements, cause, and effects of developing such a

stable, significant degradation was noticed in the transient control law were discussed.

responses. Figure 1 Ic shows the aircraft responses after loss
of a stabilator, but this time both CSD and NNC were used Integration of these promising techniques and better
to control the aircraft. These transient responses show understanding of aircraft behavior at high angle of attack
excellent recovery from this failure scenario with minimum will pave the path to the future in developing an Integrated
tailure transients. Figure lId depicts the aircraft's responses Flight Control for the year 2000 aircraft.
to 350 a-command, 150 io-command, and 00 j3-command
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aircraft's characteristics are highly nonlinear and SUNY, Binghamton, New York, 6/92.
dynamically coupled. Therefore, precise nonlinear control
laws are required to cope with the nonlinear phenomenon.
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TOWARD INTELLIGENT FLIGHT CONTROL

by
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fed pitch rate to elevator or yaw rate to rudder were among the

ABSTRACT first intelligent systems that did not rely on the human pilot,

Flight control systems can benefit by being designed to emu- while automatic bombing and landing systems carried machine

late functions of natural intelligence. Intelligent control func- intelligence to the point of "hands-off' flying for small portions

tions fall in three categories: declarative, procedural, and reflex- of the aircraft's mission.

ive. Declarative actions involve decision-making, providing In a contemporary context, intelligent flight control has come

models for system monitoring, goal planning, and system/sce- to represent even more ambitious plans to

nario identification. Procedural actions concern skilled behavior • make aircraft less dependent on proper human actions

and have parallels in guidance, navigation, and adaptation. Re- for mission completion.

flexive actions are more-or-less spontaneous and are similar to - enhance the mission capability of aircraft,

inner-loop control and estimation. Intelligent flight control sys- • improve performance by learning from experience,

tems will contain a hierarchy of expert systems, procedural algo- - increase the reliability and safety of flight, and

rithms, and computational neural networks, each expanding on • lower the cost and weight of aircraft systems.

prior functions to improve mission capability, to increase the re- This is not to say that earlier systems were not designed and im-

liability and safety of flight, and to ease pilot workload. plemented intelligently -- in fact, it required a high degree of

human intelligence to squeeze the desired performance out of

INTRODUCT[ON measurement-and-control devices whose reliability and capabili-

Human pilots traditionally have provided the intelligence to ties were limited. Nevertheless, the march of technology has

fly manned aircraft in numerous ways, from applying manual made it possible to design computer-based control systems that

dexterity through informed planning and coordination of mis- have fewer inherent limitations, that can adapt to changing phys-

sions. As aircraft characteristics have changed, and more impor- ical and environmental characteristics, that are more reliable than

tantly as the technology has allowed, an increasing share of the earlier systems, and that can perform decision-making in addition

aircraft's intelligent operation has relied on proper functioning of to feedback control.

electro-mechanical sensors, computers, and actuators. It has be- The goal of this paper is to present concepts for intelligent

come possible to apply machine intelligence to flight control. flight control in the contemporary context, that is. through the aid

It can be argued that any degree of feedback from sensed of what were once called "artificial" devices for sensing, compu-

motions to control actions instills intelligent behavior because tation, and control. Emphasis is placed on alternatives for anal-

control actions are shaped by knowledge of the system's re- ysis and design of control logic rather than on the equipment that

sponse, though it was not always so. In contemplating the effects makes it possible (i.e., on software rather than hardware). As in

of atmospheric turbulence, one of the Wright brothers wrote, any complex subject, there are many ways to partition and de-

"The problem of overcoming these disturbances by automatic scribe intelligent control. The approach adopted here is to dis-

means has engaged the attention of many ingenious minds, but to tinguish between control functions according to a cognitive/bio-

my brother and myself, it has seemed preferable to depend en- logical hierarchy that is bounded on one end by declarative

tirely on intelligent control" 11, 21. The Wright brothers' piloting functions, which typically involve decision-making, and on the

actions depended on proper interpretation of visual and inertial other by reflexive functions, which are more-or-less spontaneous

cues. demonstrating biological intelligent control. Later, panel reactions to external or internal stimuli.

displays of compass heading, pressure altitude, airspeed, aircraft In a classical flight control context, declarative functions are

attitude, and bearing to a radio station enhanced the intelligent performed by the control system's outer loops, and reflexive

behavior of human pilots. Stability augmentation systems that functions are performed by its inner loops. We may also define

an intermediate level ot pro .edural functions, which -- like re-

preented at the NATO-ACARI) Work.hop on Stability in Aerospace Sys.tem, flexive functions -- have well-defined input-output characteristics
Toulou.w, France. June 23-26, 1992.
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but of a more complicated structure. Traditional design princi- bandwidth task that requires concentration. Each of these tasks
exacts a workload toll on the pilot.

pies suggest that the outer-loop functions should be dedicated to

low-bandwidth, large-amplitude control commands, while the in- Pilot workload has become a critical issue as the complexity
of systems has grown, and furnishing ideal flying qualities

ner-loop functions should have high bandwidths and relatively

lower-amplitude actions. There is a logical progression from the throughout the flight envelope has become an imperative. It is

particularly desirable to reduce the need to perform hi 'h-hand-
sweeping, flexible alternatives associated with satisfying mission y g

goals to more local concerns for stability and regulation about a width, automatic functions, giving the pilot time to cope with

desired path or equilibrium condition. unanticipated or unlikely events. In the future, teleoperated or

Intelligent control appeals to nature for useful design para- autonomous systems could find increasing use for missions that

digms, for ideas tha!. have been proven to work. In some re- expose human pilots to danger. Intelligent control may make it

spects. the field brings closure to parallel yet opposing directions possible to remove the pilot from the fighter/attack/reconnais-

in cognitive science and control theory. On the one hand, psy- sance cockpit altogether, allowing a single operator to supervise

chologists have looked to mathematics, engineering, and com- the flight of one or more unmanned air vehicles, each capable of

puter science for control-theoretic and statistical models that performing a complex mission.

unify and explain observations of human behavior. On the other,

control engineers want to design systems that deal with nonlin-

earity and time variability, that are robust in the face of uncer- Human to H

tainty, and that exhibit some degree of autonomy -- that is, to

give their control systems human trails. Both groups can benefitGudneCtrl caf
from knowledge gained in each other's fields. if

FOUNDATIONS FOREsiaon
INTELLIGENT FLIGHT CONTROL

Intelligent flight control design draws on two apparently un- Navigation

related bodies of knowledge. The first is rooted in classical anal-
yses of aircraft stability, control, and flying qualities. The second Figure 1. Guidance. Navigation. and Control Structure,

Distinguishing Between Human-Pilot and

derives from human psychology and physiology. The goal is to Computer-Based Functions.

find new control structures that are consistent with the reasons

for flying aircraft, that bring flight control systems to a higher Research on theflying (or handling) qualities of aircraft has

level of overall capability, identified ways to make the pilot's job easier and more effective,

and it provides models on which automatic systems might be

Aircraft Flying Qualities and Flight Control based. The first flying qualities specification simply stated, "(the

An aircraft requires guidance, navigation, and control so that aircraft) must be steered in all directions without difficulty and

it can perform its mission. As suggested by Fig. 1 a human pilot all time (be) under perfect control and equilibrium" 13, 41. Fur-

can interact with the aircraft at several levels, and his or her func- ther evolution of flying qualities criteria based on dynamic mod-

tion may be supplanted by electro-mechanical equipment. The eling and control theory has resulted in the widely used U. S.

pilot performs three distinct functions: sensing, regulation, and military specification 151 and the succeeding military standard,

decision-making. These three tasks exercise different human described in 161.

characteristics: the ability to see and feel, the ability to identify Our immediate objective is to find control systems that are

and correct errors between desired and actual states, and the abil- both automatic (or semi-automatic) and intelligent; we look to

ity to decide what needs to be done next. The first of these de- experimental studies of the pilot to learn what functions should

pends on the body's sensors and the neural networks that connect be implemented. One fruitful result of flying qualities research

them to the brain. The second relies on motor functions enabled has been the development of control-theoretic models of piloting

by the neuro-muscular system to execute learned associations behavior. Most of these models have dealt with reflexive, com-

between stimuli and desirable actions. The third requires more pensatory tracking tasks using simple time-lag and transfer func-

formal, introspective thought about the reasons for taking action, tion models 17, 81 or linear-quadratic-Gaussian (LQG) optimal-

drawing on the brain's deep memory to recall important proce- control models 19, 101. Some of the transfer-function approaches

dures or data. Sensing and regulation are high-bandwidth tasks go into considerable detail about neuro-muscular system dynam-

with little time for deep thinking. Decision-making is a low- ics 110, 121. These models often show good correlation with ex-

S.I
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perimental results, not only in compensatory tracking but in more Intelligent flight controlI can be justified only if it materially

procedural tasks: the progression of piloting actions from single- improves the functions of aircraft, if it saves the time and/or

to multi-input strategies as the complexity of the task increases is money required to complete a mission, or if it improves the safe-

predicted in I 111, while test-pilot opinion ratings are predicted by ty and reliability of the system. A number of interesting philo-

a "Paper Pilot" in 1131. These results imply that computer-based sophical problems can be posed. Must machine-intelligence be

control laws can perform procedural and reflexive tasks within better, in some sense, than the human intelligence it replaces in

thefit error of mathematical human-pilot mnodels. Models of the order for it to be adopted? We are willing to accept the likeli-

human pilot's declarative actions have yet to receive the same hood that humans will make mistakes; if a machine has the same

level of attention; however 114-161 introduce the types of deci- likelihood of making a mistake, should it be used? Lacking firm

sions that must be made in aerospace scenarios, as well as likely knowledge of a situation, humans sometimes gamble; should in-

formats for pilot-vehicle interface. telligent machines be allowed to gamble? When is it acceptable

Figure I also portrays a hierarchical structure for stability- for machine intelligence to be wrong (e.g., during learning)?

augmentation, command-augmentation, autopilot, and flight- Must the machine solution be "optimal," or is "feasible" good

management-system functions that can be broken into reflexive enough? Which decisions can the machine make without human

and declarative parts. Stability augmentation is reflexive control supervision, and which require human intervention? In a related

provided by the inner-most loop, typically implemented as a lin- vein, how much information should be displayed to the human

ear feedback control law that provides stability and improves operator? Should intelligent flight control ever be fully auto-

transient response through an Estimation/Compensation block. nomous? If the control system adapts, how quickly must it

Forward-loop control provides the shaping of inputs for satisfac- adapt? Must learning occur on-line, or can it be delayed until a

tory command response through a Control/Compensation block, mission is completed. All of these questions must be answered

again employing linear models. The combination of control and in every potential application of intelligent control.

estimation can be used to change the flying qualities perceived by

the pilot, or it can provide a decoupled system for simplified Cognitive and Biological Paradigms for Intelligence

guidance commands 117-201. A basic autopilot merel) translates Intelligence is the "ability involved in calculating, reasoning,

the human pilot's commands to guidance commands ft. constant perceiving relationships and analogies, learning quickly, storing

heading angle, bank angle. or airspeed, while the Guidance block and retrieving information .... classifyiiig, gen,.ralizing. and ad-

can be expanded to include declarative flight management func- justing to new situations" 1291. This definition does not deal with

tions, using inputs from Navigation sensors and algorithms. the mechanisms by which intelligence is realized, and it makes

Intelligent functions have been added to flight control sys- the tacit assumption that intelligence is a human trait.

tems in the past. Many stability and command augmentation Intelligence relates not only to intellectuality and cognition but to

systems have employed gain scheduling and switching for im- personality and the environment (301.

proved performance in differing flight regimes and mission The debate over whether-or-not computers ever will "think"

phases. Navigation and flight management functions usually in- may never be resolved, though this need not restrict our working

volve significant nonlinearity related to the geometry of measure- models for computer-based intelligent control. One argument

ments and the earth, as well as to pressure and temperature gradi- against the proposition is that computers deal with syntax (form),

ents in the atmosphere. Control theory, heuristics, and reduced- while minds deal with semantics (meaning), and syntax alone

order optimization have been used to achieve near-optimal trajec- cannot produce semantics 1311. This does not, of course, limit

tory management in many flight phases (e.g., 121-231). the ability of a computer to mimic natural intelligence in a lim-

The Guidance, Navigation, and Control (GNC) Systems for ited domain. Another contention is that thinking is "non-algo-

Project Apollo's Command/Service and Lunar Modules provide rithmic," that the brain evokes consciousness through a process

an early example of intelligent aerospace control 124-261. These of natural selection and inheritance 1321. Consciousness is re-

two GNC Systems adapted mathematical structures and parame- quired for common sense, judgment of truth, understanding, and

ters to changing flight conditions, employed nonlinear control artistic appraisal, concepts that are not formal and cannot readily

laws, and made low-level decisions. They used a computer that be programmed for a computer (i.e., they are not syntactic).

was orders of magnitude slower than today's flight computers and Conversely, functions that are automatic or "mindless" (i.e.,

that had two programming choices: machine (assembly) code or that are Unconscious) could be programmed, implying that corn-

interpretive code. The state-of-the-art of aircraft flight control puters have more in common with "unintelligent" functions.

systems has progressed to comparable levels and beyond, as rep-

resented by systems installed in modem transport and fighter air- I As used here "intelligent flight control" subsumes "intelligent guidance,

craft (e.g., 127, 281). navigatiarn, and control."
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Gddel's Theorem 2 is offered in 1331 as an example of an accepted vidual's knowledge or beliefs. It makes language, emotion.
proposition that may be considered non-algorithmic; the state- artistry, and philosophy possible. Unconscious thought "de-

ment and proof of the theorem must themselves he non-algorith- scribes those products of the perceptual system that go unat-

mic and, therefore, not computable. However, while the human tended or unrehearsed, and those memories that are lost from
curiosity, intuition, and creativity that led to Gddel's Theorem primary memory through display or displacement" 1371. Within
may not be replicable in a computer, the statement and proof are the unconscious, we may further identify two important compo-

expressed in a formal way, so they might be considered algo- nents. Subconscious thought is procedural knowledge that is
rithmic after all. below our level of awareness but central to the implementation of

The notion that syntax alone cannot produce semantics is at- intelligent behavior. It facilitates communication with the out-

tacked as being an axiom that is perhaps true but not knowable in side world and with other parts of the body, providing the princi-
any practical sense J341; therefore, the possibility that a computer pal home for the learned skills of art, athletics, control of objects,

can "think" is not ruled out. A further defense is offered in 1351, and craft. We are aware of perceptions if they are brought to

which suggests that human inference may be based, in part, on consciousness, but they also may take a subliminal (subcon-
.-,-,'ni6rent axioms. This could lead to rule-based decisions that scious) path to memory. Preconscious thought is pre-attentive

are not logicaliy . that are affected by heunsttc ntases declarative processing that helps choose the objects of out L.ii-
or sensitivities, that may reflect deeper wisdom, or that may be scious thought, operating on larger chunks of information or at a
wrong or contradictory. For example, knowledge and belief may more symbolic level. It forms a channel to long-term and implic-

be indistinguishable in conscious thought; however, one implies it memory, and it may play a role in judgment and intuition.

truth and the other bias or uncertainty. One might also postulate Whether we adopt a single-processor model of consciousness

the use of meta-rule bases that govern apparently non-algorithmic such as •daptive Control of Thought (ACT* as in 1381) or a con-

behavior. The process of searching a data base, though bound by nectionist model like Parallel Distributed Processing (PDP from

explicit symbolic or numerical algorithms, may well produce 1391), we are led to believe that the central nervous system sup-

results not immediately identifiable as algorithmic. ports a hierarchy of intelligent and automatic functions with

More to our point, it is likely that a computer capable of pass- declarative actions at the top, procedural actions in the middle,
ing a flying-qualities/pilot-workload/control-theoretic equivalent and reflexive actions at the bottom. We may assume that declar-

of the Turing test- 1361 could be built even though that computer ative thinking occurs in the brain's cerebral cortex, which ac-

might not understand what it is doing4 . For intelligent flight cesses the interior limbic system for memory 1401. Together,

control, the principal objective is improved control performance, they provide the processing unit for conscious thought. Regions

that is, for improved input-output behavior. The computer can of the cerebral cortex are associated with different intellectual

achieve the operative equivalent of consciousness on its own and physical functions; the distinction between conscious and

terms and in a limited domain, even if it does not possess the preconscious function may depend on the activation level and
veiled emotions of the computer HAL in the movie 2001 or the duration in regions of the cerebral cortex.

apparent concern for human problems of the pseudo-psychoana- The working memory of conscious thought has access to the
lytic computer program Eliza. spinal cord through other brain parts that are capable of taking

Discussions of human consciousness naturally fall into using procedural action (e.g., the brain stem for autonomic functions.

the terminology of computer science. From an information-pro- the occipital lobes for vision, and the cerebellum for movement).

cessing perspective, it is convenient -- as well as consistent with Procedural action can be associated with subconscious thought,
empirical data -- to identify four types of thought: conscious, which supports voluntary automatic processes like movement
preconscious, subconscious, and unconscious [371. Conscious and sensing. These voluntary signals are sent over the somatic

th(,ught is the thought that occupies our attention, that requires nervous system, transmitting to muscles through the motor neural

focus, awareness, reflection, and perhaps some rehearsal. system and from receptors through the sensory neural system.

Conscious thought performs declarative processing of the indi- The spinal cord itself "closes the control loop" for reflexive
actions long before signals could be processed by the brain.

2 As summarized in 1321: Any algorithm used to establish a mathematical Nevertheless, these signals are available to the brain for procedu-
truth cannot prove the propositions on which it is based. Or another 133 1:
Logical sysems have to be fixed up "by calling the undecidable siatements ral and declarative processing. We are all aware of performing
axioms and thereby declaring them to be true," causing new undecidable
statements to crop thp. some task (e.g.. skating or riding a bicycle) without effort, only
3 Turing suggested that a computer could be considered "intelligent" if it could to waver when we focus on what we are doing. Involuntary reg-"converse" with a human in a manner that is indistinguishable from a human
convening with a human. ulation of the body's organs is provided by the autonomic ner-
4 SearIe describes such a computer as a "Chinese Room" dtat translates vous system, which is subject to unconsious processing by the
Chinese character correctly by following rules while not understanding the
language in 1311.
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brain stem. "Bio-feedback" can be learned, allowing a modest functions, responding to critical stimuli and coordinating control
degree of higher-level control over some autonomic functions. actions. High- and low-level commands may act in concert, or

Declarative, procedural, and reflexive functions can be built one may block the other. Voluntary Reflexive Actions can be
into a model of intelligent control behavior (Fig. 2). The trained by high-level directives from Subconscious Thought,
Conscious Thought module governs the system by performing while the learning capabilities of involuntary Reflexive Action
declarative functions, receiving information and transmitting are less clear. Control actions produce Body motion and can
commands through the Subconscious Thought module, which is affect an external Controlled System, as in piloting an aircraft. In
itself capable of performing procedural actions. Conscious learned control functions, Body motion helps internalize the
Thought is primed by Preconscious Thought 1411, which can per- mental model of Controlled System behavior. The Body and the
form symbolic declarative functions and is alerted to pending Controlled System are both directly or indirectly subjected to
tasks by Subconscious Thought. These three modules overlie a Disturbances; for example, turbulence would affect the aircraft
bed of deeper Unconscious Thought that contains long-term directly and the pilot indirectly. The Sensory System observes
memory. They are capable of intellectual learning, and while External Events as well as Body and Controlled System motions,
their physical manifestation may be like the PDP model, they ex- and it is subject to Measurement Errors.
hibit characteristics that are most readily expressed by the ACT* There are many parallels and analogies to be drawn in com-
models, paring the functions of human and computer-based intelligence --

in fact, too many to detail here. However, it may be useful to

ponder t few, especially those related to knowledge acquisition,

natural behavior, aging, and control. Perhaps the most important

Treconscwous q observation is that learning requires error or incompleteness.
There is nothing new to be gaincd by observing a process that is

operating perfectly. In a con;ol context, any operation should be

started using the best available knowledge of the process and the

Subconscious most complete control resources. Consequently, learning is not

always necessary or even desirable in a flight control system.

Biological adaptation is a slow process, and proper changes inS~Measurement
Errors behavior can be made only if there is prior knowledge of alterna-

tives. If adaptation occurs too quickly, there is the danger that

misperceptions or disturbance effects will be misinterpreted as

parametric effects. Rest is an essential feature of intelligent bio-

logical systems. It has been conjectured that REM (rapid-eve-
Actions movement) Sleen is a time of learning, consolidating, and pruning

rSensory knowledge 6 1421. Systems can learn even when they are not
System functioning by reviewing past performance, perhaps in a repeti-

tive or episodic way.

The cells of biological systems undergo a continuing birth-
Disturbances External life-death process, with new cells replacing old; nature provides a

Controlled means of transmitting genetic codes from cell to cell. Never-
System theless, the central nervous system is incapable of functional re-

generation. Once a portion of the system has been damaged, it

Figure 2. A Model of Cognitive/Biological Control Behavior. cannot be replaced, although redundant neural circuitry can work

around some injuries. Short-term memory often recedes into

The Subconscious Thought module receives information long-term memory, where it generally takes longer to be re-

from the Sensory System and conveys commands to the Muscular trieved. With time, items in memory that are less important are

System through peripheral networks. Voluntary Reflexive Ac- forgotten, possibly replaced by more important information;

tionsv provide low-level regulation in parallel with the high-level hence, information has a half-life that depends upon its signifi-

cance to our lives (and perhaps to its "refresh rate"). Humans de-

... although the actual processing mechanism is not clear. In a recent
seminar at Princeton (March 9. 1992), Herbert Simon noted that if you open 6 "In REM Sleep, the brain is barraged by signals from the brain stem.
the cabinet containing a sequential-processing computer, the innards look very Impulses fired to the visual cortex produce images that may contain materials
much like those of a parallel processor. from the day's experiences, unsolved problems, and unfinished business." 1421
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velop the capability to form chords of actions that are orches- disregard for the philosophical objections raised earlier but as a

mrated or coordinated to achieve a single goal, Response to an working analog for establishing a computational hierarchy. The

automotive emergency may include applying the brakes, disen- new functions relate to setting or revising goals for the aircraft's

gaging the clutch, steering to avoid an obstacle, and bracing for mission, monitoring and adjusting the aircraft's systems and sub-

impact all at once. We develop "knee-jerk" reactions that corn- systems, identifying changing characteristics of the aircraft and

bine declarative, procedural, and rej7i.rive fu'ictinns, like clap- its environment, and applying this knowledge to modify the

ping after the last movement of a symphony. structures and parameters of GNC functions.

Nature also provides structural paradigms for control that are The suggested structure has implications for both hardware

worth emulating in machines. First, there is a richness of sensory and software Declarative functions are most readily identified

information that is hard to fathom, with millions of sensors pro- with single-processor computers programmed in LISP or Prolog,

viding information to the system. This results in high signal-to- as decision-making is associated with list processing and the

noise ratio in some cases, and it allows symbolic/image process- statement of logical relationships. Procedural functions can be

ing in others. Those signals requiring high-bandwidth, high-reso- conceptualized as vector or "pipelined" processes programmed in

lution channel capacity (vision, sound, and balance) have short, FORTRAN, Pascal, or C, languages that have been developed for

dedicated, parallel runs from the sensors to the brain. This en- numerical computation with subroutines, arrays, differential

hances the security of the channels and protects the signals from equations, and recursions. Reflexive functions seem best mod-

noise contamination. Dissimilar but related sensory inputsfacili- eled as highly parallel processes impleni;,nicd by neural net-

rate interpretation of data. A single motion can be sensed by the works, which apply dense mappings to large masses of data al-

eyes, by the inner ear, and by the "seat-of-the-pants" (i.e., by most instantaneously. Nevertheless, parallel processes can be

sensing forces on the body itself), corroborating each other and implemented using sequential processors, and sequential algo-

suggesting appropriate actions. When these signals are made to rithms can be "parallelized" for execution on parallel processors.

disagree in moving-cockpit simulation of flight, a pilot may ex- The choice of hardware and software depends as much on the

perience a sense of confusion and disorientation. current state-of-the-art as on the closeness of computationai re-

There are hierarchical and redundant structures throughout quirements and GNC functions.

the body. The nervous system is a prime example, bringing in- In the remainder of the paper, declarative, procedural, and re-

puts from myriad sensors (both similar and dissimilar) to the flexive control functions are discussed from an aerospace per-

brain, and performing low-level reasoning as an adjunct. Many spective. In practice, the boundaries between mission tasks may

sensing organs occur in pairs (e.g., eyes, ears, inner ears), and not be well defined, and there is overlap in the kinds of algo-

their internal structures are highly parallel. Pairing allows grace- rithms that might be applied within each group. A number of

ful degradation in the event that an organ is lost. Stereo vision practical issues related to human factors, system management,

vanishes with the loss of an eye, but the remaining eye can pro- certifiability, maintenance, and logisti:,s are critical to the suc-

vide both foveal and peripheral vision, as well as a degree of cessful implementation of intelligent flight control, but they are

depth perception through object size and stadiametric processing- not treated here.

Our control effectors (arms, hands, legs, feet) also occur in pairs,

and there is an element of 'Fail-Op/Fail-Op/Fail-Safe" design DECLARATIVE SYSTEMS

1431 in the number of fingers provided for manual dexterity. Goal planning, system monitoring, and control-mode switch-

ing are declarative functions that require reasoning. Alternatives
Structure for Intelligent Flight Control must be evaluated, and decisions must be made through a process

The preceding section leads to a control system structure that of deduction, that is, by inferring answers from general or do-

overlays the cognitive/biological model of Fig. 2 on the flight main-specific principles. The inverse process of learning princi-

control block diagram of Fig. I and adds new functions. The pies from examples is induction, and not all declarative systems

suggested structure (Fig. 3) has super-blocks identifying declara- have this capability. Most declarative systems have fixed struc-

tive, procedural, and reflexive functions; these contain the classi- ture and parameters, with knowledge induced off-line and before

cal GNC functions plus new functions related to decision-mak- application; declarative systems that learn on-line must possess a

ing, prediction, and learning. The black arrows denote informa- higher level of reasoning ability, perhaps through an internal de-

tion flow for the primary GNC functions, while the gray arrows clarative module that specializes in training.

illustrate the data flow that supports subsidiary adjustment of

goals, rules, and laws.

Within the super-blocks, higher-level functions are identified

as conscious, preconscious, and subconscious attributes, not with

IA
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Figure 3. Intelligent Flight Control System Structure.

Expert Systems needed to support the fixed or free value are identified by a goal-
Expert Systems are computer programs that use physical or directed search (backward chaining) through the rules. Querying

heuristic relationships and facts for interpretation, diagnosis, (or firing) a rule when searching in either direction may invoke
monitoring, prediction, planning, and design. In principal, an procedures that produce parameter values through side effects.

expert system replicates the decision-making process of one or Both search directions are used in rule-based control systems

more experts who understand the causal or structural nature of [471. Backward chaining drives the entire process by demanding

the problem I44]. While human experts may employ "nonmono- that a parameter such as CONTROL CYCLE COMPLETED have

tonic reasoning" anr "common sense" to deduce facts that appar- a value of true. The inference engine works back through the

ently defy simple logic, computational expert systems typically rules to identify other parameters that allow this and, where nec-

are formal and consistent, basing their conclusions on analogous essary, triggers side effects (procedural or reflexive functions) to

cases or well-defined rules 7. set those parameters to the needed values. Backward chaining

A rule-based expert system consists of data, rules, and an also is invoked to learn the value of ABNORMAL BEHAVIOR

inference engine 1461. It generates actions predicated on its data DETECTED, be it true orfalse. Conversely, forward chaining

base, which contains measurements as well as stored data or op- indicates what actions can be taken as a consequence of the cur-

erator inputs. An expert system performs deduction using rent state. If SENSOR MEASUREMENTS REASONABLE is true,

knowledge and beliefs expressed as parameters and rules, and ALARM DETECTED is false, then failure identification and

Parameters have values that either are external to the expert reconfiguration side effects can be skipped on the current cycle.

system or are set by rules. An "IF-THEN" rule evaluates a Rules and parameters can be represented as objects or frames

premise by testing values of one or more parameters related by using ordered lists that identify names and attributes. Specific

logical "ANDs" or "ORs," as appropriate, and it specifies an ac- rules and parameters are represented by lists in which values are

tion that set values of one or more parameters. given to the names and attributes. The attribute lists contain not

The rule base contains all the cause-and-effect relationships only values and logic but additional information for the inference

of the expert system, and the inference engine performs its func- engine. This information can be used to compile parameter-rule-

tion by searching the rule base. Given a set of premises (evi- association lists that speed execution 1481. Frames provide use-

dcncc of the currcrt .tatc), the logical outcome of these premises ful parameter structures for related productions, such as analyz-

i, found by a data-driven search (forward chaining) through the ing the origin of one or more failures in a complex, connected

rules. Given a desired or unknown parameter value, the premises system [491. Frames possess an inheritance property; thus a

particular object lays claim to the properties of the object type.

" vF.', c'vsrm, ¢an have tree or graph structures. In the former, there is a
'ngi, wxd, an all final (teal) nodes arc connected to their own single
h'ani h .a laUttr. one or more branhes lead to individual nodes. Reason-
• ig I%, miuiUnt if an individual node is not assigned differing values by
diffrc• hran'hen l1s I
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Crew/Team Paradigms for AUTOCREW was developed by defining each member ex-
Declarative Flight Control pert system as a knowledge base, according to the following

Logical task-classification is a key factor in the development principles:

of rule-based systems. To this point, we have focused on the in- • Divide each knowledge base into major task groups:

telligence of an individual as a paradigm for control system de- time-critical, routine, and mission-specific.

sign, but it ;s useful to consider the hypothetical actions of a - Order the task groups from most to least time-critical to

multi-person aircraft crew as well. In the process, we develop an quicken the inference engine's search.

expert system of expert systems, a hierarchical structure that rea- - Break major tasks into sub-tasks according to the detail

sons and communicates like a team of cooperating, well-trained necessary for communicating system functions.

people might. This notion is suggested in 1501 and is carried to - Identify areas of cooperation between knowledge bases.

considerable detail in 151-531. The Pilot's Associate Program The five main task groups for each crew member are: tasks exe-
initially focused on a four-task structure and evolved in the direc- cuted during attack on the aircraft, tasks executed during emer-

tion of the multiple crew-member paradigm 154-561. gency or potential threat, tasks ordered by the EXECUTIVE,
AUTOCREW is an ensemble of nine cooperating rule-based tasks executed on a routine basis, and mission-specific tasks.

systems, each figuratively emulating a member of a World War Routine and mission-specific tasks are executed on each cycle;

If bomber crew: executive (pilot), co-pilot, navigator, flight en- emergency tasks are executed only when the situation warrants.
gineer, communicator, spoofer (countermeasures), observer, at- Operation of AUTOCREW was simulated to obtain com-
tacker, and defender (Fig. 4) [531. The executive coordinates parative expert-system workloads for two mission scenarios: in-
mission-specific tasks and has knowledge of the mission plan. bound surface-to-air missile attack and human pilot incapacita-
The aircraft's human pilot can monitor AUTOCREW functions, tion 1521. Results are presented for five mission phases and three
follow its suggestions, enter queries, and assume full control if emergency conditions in Fig. 5. The Rule Fraction is the ratio of
confidence is lost in the automated solution. The overall goal is number of rules fired during the mission phase for the specified
to reduce the pilot's need to regulate the system directly without AUTOCREW member to the total number of mission phase rules

removing discretionary options. AUTOCREW contains over 500 in all AUTOCREW knowledge bases. The Parameter Fraction
parameters and over 40(0 rules, is the ratio of number of tasks performed during the mission

phase for the specified AUTOCREW member to the total number

eHumanI •UHumanPilot of mission phase tasks in all knowledge bases. Such compar-
Decision Making Regulation isons are helpful in allocating computer resources to component

functions. Additional perspectives on intelligent flight manage-

ment functions can be obtained from the literature on decision-
CONTROLDISPLAY making by teams, as in [57-591. Alternate approaches to aiding

the pilot in emergencies are given in 160, 611.
PLAN GRAPHICS/ [KEYBOARD In addition to the overall AUTOCREW system, a functioning

NAVIGATOR sensor-management expert system was devel-

oped. As shown in a later section, knowledge acquisition for theAUTOCREWAIC FT
EXPERTS ONBOARD system presents an interesting challenge, because traditional

SYSTEMS methods (e.g., domain-expert interviews) do not provide suffi-

EXECUTV FLIGHT CONTROL ciently detailed information to design the system 1621.
ENGINEER SBYTM

NAVIGATOR DHYBRID- Reasoning Under Uncertainty
OBSERVER NAVIGATION Rule-based control systems must make decisions under un-

ATTACKER RADIO/DATA LINK
DEFENDER WEATIIER/AIR certainty. Measurements are noisy. physical systems are subject

R TRAFFIC to random disturbances, and the environment within which deci-
FIRE CONTROL# lFIRE CONTROL #2 sions must be made is ambiguous. For procedural systems, the

EM RADIATION formalism of optimal state estimation provides a rigorous and

useful means of handling uncertainty [631. For declarative sys-

Figure 4. AUTOCREW Configuration with Pilot/Aircraft tems, there are a number of methods of uncertainty management,
Interface (adapted from [521). including probability theory, Dempster-Shafer theory, possibility

theory (fuzzy logic), certainty factors, and the theory of en-

dorsements 1641.

- '
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Bayesian belief networks 1651, which propagate event prob-

abilities up and down a causal tree using Bayes's rule, have par-

ticular appeal for intelligent control applications because they gip

deal with probabilities, which form the basis for stochastic opti-TieoDa

mal contiol. We have applied Bayesian networks to aiding a pi- Surface Humidity
lot who may be flying in the vicinity of hazardous wind shear

1661. Figure 6 shows a network of the causal relationships Lightning Weather
among meteorological phenomena associated with microburst Detection

wind shear, as well as temporal and spatial information that could Mod/Heavy

affect the likelihood of microburn. activity. A probability of Turbulence Probability of

occurrence is associated with each node, and a conditional

probability based on empirical data is assigned to each arrow. Turbulence Loaw-lv•evel Wind Shear

The probability of encountering microburst wind shear is the

principal concernw however, each time new evidence of a particu- Forward-Looking
R e a c ti e • W i n d D p p l er R a d a r . T ~ e r in a l D op p l e r

lar phenomenon is obtained, probabilities are updated throughout Shear Art System Weather Radar

the entire tree. In the process, the estimated likelihood of actu-

ally encountering the hazardous wind condition on the plane's Figure 6. Bayesian Belief Network to Aid Wind Shear Avoidance

flight path is refined. Unlike other applications of hypothesis (adapted from 1671).

testing, the threshold for ad,,ising a go-around during landing or

an abort prior to takeoff is a very low probability -- typically 0.01 Figure 7 shows the inevitable tradeoff between the probability of

or less -- as the consequences of actually encountering a strong missed detection ('?MD) and the probability of false warning

microburst are severe and quite possibly fatal. (OFW) in processing such measurements. Monte Carlo simula-

The safety of aircraft operations near microburst wind shear tions are used to define the detection statistics. In the present ap-

will be materially improved by forward-looking Doppler radar, plication, the penalty for false warning is less than for missed

which can sense variations in the wind speed. Procedural func- detection. however, too many false warnings could cause the

tions that can improve the reliability of the wind shear expert sys- crew to lose confidence in the expert system and would have a

tem include extended Kalman filtering of the velocity measure- negative effect on transport operations, so the detection threshold

ments at incremental ranges ahead of the aircraft 1671. must be chosen carefully.

so
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0.. - Alternate plausible strategies for each neighboring automo-

bile are extrapolated, with predictions of both means and covan-

0.01 . ances. Expected values of plausibilim, belief interval, and haz-

"ard functions are calculated, scores for feasible IA actions are

computed, and the best course of action is decided, subject to ag-

0.000I MD gressiveness and security factors, as suggested by Fig. 9. Deter-

PFW ministic and Monte Carlo simulations are conducted to demon

(100001 strate system performance and to fine-tune logical parameters.
0 0.025 005 0.075 0.1 0.125 0.15

Design Threshold of Algorithm

Figure 7. Statistical Analysis of Detection Probability 1671.

Probabilistic reasoning of a different sort has been applied to Motivation No Motivation

a problem in aut,)motive guidance that may have application in

future Intelligent Vehicle/Highway Systems 169-701 Intelligent

guidance for headway and lane control on a highway with sur- Lane Change Lane ge

rounding traffic is based on wors-plusi'-case decision-mak-Crash

ing. It is assumed that the intelligent automobile (IA) has imag- IStrngl wea if No I IN ekIISrn
ing capability as well as on-hoard motion sensors: hence, it can I ndicat. Indicat. I ItIndicai. lndwat. lndocai. tidicat

deduce thi .peed and position of neighboring automobiles. Each Change Change No

automobile is modeled as a simple discrete-time dynamic system, O Change Change Change or

and estimates of vehicle states are propagated using extended Ntagnt ChangeN h

{ % Unsafe.,,.
Kalman filters 1631. There are limits on the performance capabil-

ities of all vehicles, and lA strategy is developed using time-to- Fsrong weak 1No
collide, braking ratios, driver aggressiveness, and desired security tndicai.11lnilat lndai I

factors. Plausible guidance commands are formulated by Change No N)

minimizing a cost function based on these factors 170). A gen- Change Change
Figure 9. Partial Decision Tree used to Model Lateral Behavior

eral layout of ihe logic is shown in Fig. 8, and a partial decision in Intelligent Automotise Control 1691.
tree for lateral guidance is presented as Fig. 9. Both normal and

emergency expert systems govern the process. supported by pro- Each of the expert systems discussed in this section performs

cedural calculations for situation assessment, traffic prediction, deduction in a cyclical fashion based on prior logical structures.

estimation, and control Guidance commands are formulated by prior knowledge of parameters, and real-time measurements. It

minimizing a cost function based on these factors 1701. is clear that intelligent flight control systems must deal with un-

anticipated events, but it is difficult to identify aeronautical ap-
Top Level Executive plications where on-line declarative learning is desirable. Nev-

Controller Command erhl,,ess, off-line induction is needed to formulate the initial de-
Generation clarative system and perhaps (in a midnnef reminiscent' of PFM

Sleep) to upgrade declarative logic between missions.

control Plannin Control Inducing Knowledge in Declarative Systems

In common usage. "leaming" may refer a) to collecting inputs

Situation Normat Emrgey Traffic and deducing outputs and b) to inducing the logic that relates in-
Assessment Ex rt Exipe Prediction puts and outputs to specific tasks. Here, we view the first process

as the normal function of the intelligent system and the second as

Normal Noa ergency Emergency learning." Teaching an expert system the rules and parameters
Trajectory rac Trajectory that generalize the decision-making process from specific
Gereratimon Ctison Generation Cnpiio eeaie dcso-aigseii

knowledge is the inverse of expert-system operation. Given all

Figure 8. Intelligent Guidance for Automotive possible values of the parameters, what are the rules that connect
Headway and Lane Control 1691. them? Perhaps the most common answer is to interview experts



in an attempt to capture the logic that they use, or failing that, to PROCEDURAL SYSTEMS
study the problem intensely so that one becomes expert enough Most guidance, navigation, and control systems fielded to

to identify naturally intelligent solutions. ' i--se approaches can date a,e procedural systems using sequential algorithms on se-

be formalized 171, 721, and they wer' , - ones used in 1671 and quential processors. Although optimality of a cost function is not

16g1. Overviews of altemativ-,ý, induction can be found in always a necessary or even sufficient condition for a "good"

145, 46, 73, 741. system, linear-optimal stochastic controllers provide a good

Two approacheý are considered in greater detail. The first is generic structure for discussion. They are presented in state-

called rule rec- -tment 1751, and it involves the manipulation of space forn, they contain separate control and estimation func-

"dormani ., (or rule templates). This method was applied in tions, and they provide an unusual degree of design flexibility.

the development of an intelligent failure-tolerant control system The optimal regulator effectively produces an approximate stable

for a helicopter. Each template possesses a fixed premise-action inverse in providing desired response. The nonlinear-inverse-

structure and refers to parameters through pointers. Rules are dynamic controller is a suitable design alternative in some cases.

constructed and incorporated in the rule base by defining links

and modifying parameter-rule-association lists. Learning is Control and Estimation
based on Monte Carlo simulations of the controlled system with We assume that a nominal (desired) flight path is generated

aliemate failure scenarios. Learned parameter values then can be by higher-level intelligence, such as the human pilot or declara-

defined as "fuzzy functions" 1761 contained in rule premises. For tive machine logic, or as a stored series of waypoints. The pro-

example, a typical rule reads, "IF Indicator I is near A and Indi- cedural system must follow the path. x*(lt in l, < < ift. Control

uator 2 is near B. THEN there is a good chance that Forward is exercised by a digital computer at time intervals of A. The a

Collective Pitch Control i., biased from nominal by an amount dimensional state vector perturbation at time it is xk, and the rn-

near C and that Failure [)etection Delay is near D." dimensional control vector perturbation v, Uk. The discrete-time

The second approach is to construct classification or decision linear-quadratic-Gaussian ILQG) control law is formed as 1631.

trees that relate attributes in the data to decision classes 1521.

The problem is to develop an Expert Navigation-Sensor Manage- Uk =U - CnIxk - N*kI = CFY'k C k

meni System INSM) that selects the best navigation aids from

available measurements. Several aircraft paths were simulated. Y*k is the desired value of an output vector H~xk + Huuk .
and the corresponding measurements that would have been made and A is the Kalman filter estimate. epressed in two steps:

by GPS. Loran, Tacan. VOR. DME, Doppler radar, air data. and

inertial sensors were calculated, with. cpresentative noise added. ýkt-) (qk-tI +) + I Uk.I

The simulated measurements were processed by extended Kal- • .k(+) =kl-) + Klzk- Iloh5 ,-F)I

man filters to obtain optimal state estimates in 2(X) simulations.

Using the rot-sum- square error as a decision metric. Analysis of The forward and feedback control gain matrices are CF and CB,

Vanance (ANOVA) identifies the factors that make statistically 0 and r are state-transition and control-effect matrices that de-

significant contributions to the decision metric, and the Iterative scribe the aircraft's assumed dynamics, the estimator gain matnx

Dichotomizer #3 (1D3) algorithm 177-791 extracts rules from the is K, and the measurement vector, zk. is a transformation of the

training set by inductive inference. The ID3 algorithm quantifies state through H,,t,,. The gains CR and K result from solving two

the entropy content of each attribute, that is. the information Riccati equations that introduce tradeoffs between control use

gained by testing the attribute at a given decision node. It uses an and state perturbation and between the strengths of random dis-

information-theoretic measure to find a splitting strategy that turbances and measurement error. CF. which provides proper

minimizes the number of nodes required to characterize the tree. steady-state command response, is an algebraic function of CB.

Over 9(X) examples were used to develop the NSM decision tree. 0, F, and Hobs- All of the matrices may vary in time, and it may

NSM performance was assessed at nearly 5X) points on two be necessary to compute K on-line. In the remainder, it is not es-

trajectories that differed from the training set. NSM correctly as- sential that CB and K be optimal (i.e., they may have been de-

sessed! the error class for each navaid type (t1I error class) most rived from cigen structure assignment. loop shaping, etc.), al-

of the time (see Fig. 5 of 1521). and differences between NSM though the IQR gains guarantee useful properties of the nominal

and optimal navigation solutions were found to be minimal. closed-loop system 1631.

The control structure provided by eq. I and 2 is quite flexi-

ble. It can represent a scalar feedback loop if z contains one

measurement and u one control, or it can address measurement

Ii
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and control redundancy with z and u dimensions that exceed the 7 FO,,'Md A
dimension of the state x. It also is possible to incorporate re- Control Gain irat

duced-order modeling in the estimator. Assuming that 0 and F

have the same dimensions as the aircraft's dynamic model (n x n Feedhack

and n - m). the ha.Neline eat imator introduces nth-order compen- ontrt Gai

iation in the feedhack control loop. a) Linear-Quadratic-Gaussian (LQG) Regulator.

The weights of the quadratic control cost function can he

chosen not only to penalize state and control perturbations but to Fom ard \Irir~ft _V
produce output weighting, state-rate weighting, and implicit Control Gain

,edelfollowin., all without modifying the dynamic model 1631.

Integral ctompen.sation, low-pass filter compensation, and explicit Fredback Eslirnator

model fdllowing can he obtained by augmenting the system Control (ami

model during the design process, increasing the compensation b Proportional-Filter LQG Regulator.

order and proiducing the control structures shown in Fig. M0.

together, as in the proportional- integral/implicit-model -following
corollers des-eloped in [(X,. Implicit model following is espC-

ciAllv valuable when am ideal modtel can be specified (as identi- Feedhack Estimator

fied in flying qualities specifications and standards 15. 6D1, and

integral compensation provides automatic "trinmming" (control

that synthesizes U*k corresponding to X*k to achieve zero steady- c0 Proportional-Integral LQG Regulator

sutae command error) and low -frequency robustness. Combining

integral and filter compensation produces controllers %kith gtod1-11-7

command trcking performance and smooth control actions, as

demonstrated in flight tests 1[1-831. The LQ6 regulator natu- Control Gain

rally introduces an internal mnodel ,J the controlled plant, a fea-

ture that facilitates control design 1841. It produces a stable ap-

prroxmation to the .s-,temn ini•er.•e, which is at the heart of achiev- n

ing desired command tracking. d) Explicit-Model-Following ILQG Regulator.

The estimator in the feedback loop presents an efficient

means of dealing xith uLlwertainty in the measurements, in the Figure 10. Structured Linear-Quadratic-Gaussian Regulatits.

disturbance inputs,. and (to a degree) in the aircraft's dynamic

model. If measurements are very noisy, the estimator gain ma-

trix K is "small." so that the filter relies on extrapolation of the Controlled system robustness is the ability to maintain satis-

system model to estimate the state. If disturbances are large, the factory stability and performance in the presence of parametric or
structural uncertainties in either the aircraft or its control system.

state itself is more uncertain, and K is "large." putting more em-
All controlled systems must possess some degree of robustne:;s

phasis on the measurements. Effects of uncertain parameters can

be approximated as "process noise" that increases the importance against operational parameter variations. The inherent stability

of measurements, leading to a higher K. If the system uncertain- margins of certain algebraic control laws (e.g., the linear-quadrat-

ties are constant but unknown biases or scale factors, a better ap- ic (LQ) regulator 163. 85-871) may become vanishingly small

proach is to augment the filter state to estimate these terms di- when dynamic compensation (e.g., the estimator in a linear-

rectly. Parametric uncertainty introduces nonlinearity; hence, an quadratic-Gaussian (LQG) regulator) is added 1881. Restoring

etended Kalman filter must be used 163 1. the robustness to that of the LQ regulator typically requires in-

creasing estimator gains (within practical limits) using the loop-
transfer-recovery method 1891.

Subjective judgments must be made in assessing the need for
robustness and in establishing corresponding control system de-

sign criteria, as there is an inevitable tradeoff between robustness

and nominal system performance 1901. The designer must know

the normal operating ranges and distributions of parameter varia-

L!
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tions, as we'l as the specifications for system operability with Adaptation and Tolerance to Failures

failed components, else the final design may afford too little ro- Adaptation always has been a criti..al element of stability

bustness for possible parameter variations or too much robustness augmentation. Most aircraft requiring improved stability un-

for satisfactory nomin,ýl performance. Robustness traditiotally dergo large variations in dynamic characteristics on a typical

has been assessed deterministically 191, 921; gain and phase mission. Gain scheduling and control interconnects initially were

margins are an inherent part of the classical design of single- implemented mechanically, pneumatically, and hydraulically;

input/single-output systems, and there are multi-input/multi- now the intelligent part is done within a computer, and there is

output equivalents based on singular-value analysis (e.g., [931). increased freedom to use sophisticated scheduling techniques that

A critical difficulty in applying these techniques is relating singu- approach full nonlinear control 181, 991. It becomes feasible not

lar-value bounds on return-difference and inverse-return-differ- only to schedule according to flight coidition but to account for

ence matrices to real parameter variations in the system. differences in individual aircraft. Flight control systems that

Statistical measures of robustness can use knowledge of po- adapt to changes due to wear and exposure and that report

tential variations in real parameters. The probability of instabil- changes for possible maintenance action can now be built.

iry was introduced in 1941 and is further described in 195, 96). Tolerance to system failures, such as plant alterations, actua-

The stochastic robustness of a linear, time-invariant system, is tor and sensor failures, computer failure, and power supply/trans-

judged using Monte Carlo simulation to estimate the probability mission failure, is an important issue. Multiple failures can oc-

distributions of closed-loop eigenvalues, given the statistics of cur, particularly as a consequence of physical damage, and they

the variable parameters in the system's dynamic model. The may be intermittent. Factors that must be considered in design-

probability that one or more of these eigenvalues have positive ing failure-tolerant controls include: allowable performance deg-

real parts is the scalar measure of robustness, a figure of merit to radation in the failed state, criticality and likelihood of the fail-

be minimized by control system design. Because this metric can ure, urgency of response to failure, tradeoffs between correctness

take one of only two values, it has a binomiol distribution; hence, and speed of response, normal range of system uncertainty, dis-

the confidence intervals associated with estimating the metric turbance environment, component reliability vs. redundancy,

,from simulation are independent of the number or nature of the maintenance goals, system architecture, limits of manual inter-

uncertain parameters 195). vention, and life-cycle costs 1431.

Considerations of performance robustness are easily taken One approach to failure tolerance is parallel redundancy: two

into account in Stochastic Robustness Analy"sis (SRA). Systems or more control strings, each separately capable of satisfactory

designed using a variety of robust control methods (loop transfer contol, are implemented in parallel. A voting scheme is used for

recovery, H. optimization, structured covariance, and game the- redundancy management. With two identical channels, a com-

ory) are analyzed in 1971. with attention directed to the probabil- parator can determine whether or not control signals are identi-

ity of instability, probability of settling-time exceedence proba- c-4 hence, it can detect a failure but cannot identify which string

hility of excess control usage. and tradeoffs between them. The has failed. Using three identical channels, the control signal with

analysis uncovers a wide range of system responses and graphi- the middle value can be selected (or voted), assuring that a single

cally illustrates that gain and phase margins are not good indica- failed channel never controls the plant. In any voting system, it

tors of the probability of instability'. This also raises doubts remains for additional logic to declare unselected channels failed.

about the utility of singular values, as they are multivariable Given the vectorial nature of control, this declaration may be

equivalents of the classical robustness metrics. Incorporating equivocal, as middle values of control-vector elements can be

SRA into the design of an 1.Q0( regulator with implicit model drawn from different strings.

following and filter compensation LIads to designs that have high Parallel redundancy can protect against control-system corn-

levels of stability and performance robustness 1991. The reason ponent failures, but it does not address failures of plant compo-

for improvement is that SRA measures the actual effects of pa- nents. Analytical redundancy provides a capability to improve

rameter variations on stability and performance rather than in- tolerance to failures of both types. The principal functions of an-

cremental changes in the nominal margins. alytical redundancy are failure detection,failure identification.

and control-system re. onfiguration. These functions use the con-

trol computer's ability to compare expected response to actual

response, inferring component failures from the differences and

changing either the structure or the parameters of the control

8 Real parmcter variation, affect not only the magnitude and relative phase system a' a consequence 1471.
angle of the system's Nyquist contour but its shao a=& well 1631. Thereforc.
the pointq along the contour that establish gain and phase margin (i.e., the
correVonding Bode-plot frequencies) .I-- subject to change.
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Procedural adaptation and failure-tolerance features will to be sructurally invertible by the condition that defines relative

evolve outward, to become more declarative in their supervision degree 11041. The decoupling control law then takes the form

and more reflexive in their implementation. Declarative func-

tions are eep,2';:dly important for differentiating between normal u = -[G*(x)]'tf*(x) + 1(*(x)i-lv (8

and emergency control functions and sensitivities. They can

work to reduce trim drag, to increase fatigue life, and to improve The control law is completed by feeding y back as appropriate to

handlir.6 and ride qualities as functions of turbulence level, pas- achieve desired transient response and by pre-filtering v to pro-

senger loading, and so on. Gain-scheduling control can be duce the desired commavd response 11051. Because the full state

viewed as fuzzy, control, suggesting that the latter has a role to is rarely measured and measurements can contain errors, it may

play in aircraft control systems (100-1021. Reflexive functions be necessary to estimate x with an extended Kalman filter, sub-

can be added by computational neural networks that approximate stituting x for x in control computations.

nonlinear multivariate functions or classify failures. Evaluating G*(x) and f*(x) requires that a full, d-differen-

tiable model of aircraft dynamics be included in the control sys-

Nonlinear Control tem; hence the statement of the control law is simple, but its im-

Aircraft dynamics are inherently nonlinear, but aerodynamic plementation is complex (Fig. 11). Smooth interpolators of the

nonlinearities and inertial coupling effects are generally smooth aircraft model (e.g.. cubic splines) are needed. Feedforward neu-

enough in the principal operating regions to allow linear control ral networks w;'h sigmoidal activation functions are infinitely

design techniques to be used. Control actuators impose hard differentiable, providing a good means of representing this model

constraints on operation because their displacements and rates on-line and allowing adaptation 1106, 1071.

- ,trictly I nited. Nonlinear control laws can improve control There are limitations to the inverse control approach 11081.

precision and widen stability boundaries when flight must be The principal concerns are pointwise singularity of G*(x), the ef-

conducted at high angles or high angular rates and when the fects of control saturation, and the presence of the nonlinear

control-actuator limits must be challenged. equivalent of non-minimum-phase (NMP) zeros in aircraft dy-

The general principles of nonlinear inverse control are namics. The command vector (eq. 6) has a direct effect on the

straightforward 11031. Give:i a nonlinear system of the form, definition of G*(x). In 11051, the singular points of G*(x) are

x= OX) + (;()u (3 found to be outside the flight envelope of the subject aircraft for

all command vectors. When saturation of a control effector oc-
where (;(x) is square (m n) and non-singular, the control law curs, the control dimension must be reduced by one; hence, the

command vector is redefined to exclude the least important ele-

u = -G.If(x) + G-Iv (4 ment of y in 11051. The command vector is returned to originai

dimension when the control effector is no longer saturated.

inverts the system, since Whether or not NMP zero effects are encountered depends on

the command-vector definition and on the physical model. Some

X = f(x) + (;)I-(;lf(x) + ;-'v] = v (5 command-vectot definitions for aircraft control produce no NMP

zeros 11051. When NMP zeros occur in conventional aircraft

where v is the command input to the system. models, they are due to small force effects (e.g., lift due to eleva-

In general, (;(x% is not square (m *, n); however, given an m- tor deflection and pitch rate), it may be possible to neglect them,

dimensional output vector, eliminating the problem.

y =fx (6 [G.(x)-

it is possible to define a nonlinear feedback control law that pro-

duces output decoupling of the elements of y or their derivatives

such that yfd) = v. The vector y(d) contains Lie derivatives of y,

y(d) =f*(x) + (;(x)u (7 [(*(x)J P(x) Estimator

where d is the relative degree of differentiation required to iden-

tify a direct control effect on each element of y. G*(x) and f*(x) Figure 11. Decoupling Nonlinear-Inverse Control Law.

are components of the Lie derivatives, and G*(x) is guaranteed

1.
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REFLEXIVE SYSTEMS where y = r(N) and x = r(0
). W(k-l) is a matrix of weighting

Inner-loop control is a reflexive (though not necessarily lin- factors determined by the learning process, and s(k)l.] is an acti-

ear) function. To date, most inner loops have been designed as vation-function vector whose elements normally are identical,

procedural control structures; computational neural networks scalar, nonlinear functions oi(rli) appearing at each node:

may extend prior results to facilitate nonlinear control and adap-

tation. Neural networks can be viewed as nonlinear generaliza- s(k)[iq(k)j j0°(. 0 l(k)) ...On(rln(k))]T (1

tions of sensitivity, transformation, and gain matrices. Conse-

quently, compensation dynamics can be incorporated by follow- One of the inputs to each layer may be a unity threshold element

ing earlier models and control structures. Nonlinear proportion- that adjusts the bias of the layer's output. Networks consisting

al-integral and model following controllers, as well as nonlinear solely of linear activation functions are of little interest, as they

estimators, can be built using computational neural networks. merely perform a linear transformation H, thus limiting eq. 9 to

the form, y = Hx.
Computational Neural Networks Figure 12 represents two simple feedforward neural net-

Computational neural networks are motivated by input-out- works. Each circle represents an arbitrary, scalar, nonlinear

put and learning properties of biological neural systems, though function ai(o) operating on the sum of its inputs, and each arrow

in mathematical application the network becomes an abstraction transmits a signal from the previous node, multiplied by a

that may bear little resemblance to its biological model. Compu- weighting factor. A scalar network with a single hidden layer of

tational neural networks consist of nodes that simulate the neu- four nodes and a unit threshold element (Fig. 12a) is clearly

rons and weighting factors that simulate the synapses of a living parallel, yet its output can be written as the series

nervous system. The nodes are nonlinear basis functions, and the

weights contain knowledge of the system. Neural networks are y = aooo(box + co) + aIos(b1x + cl) +a202(b2x + c2)

good candidates for performing a variety of reflexive functions in +a 303(b 3 x + c3) (12

intelligent control systems because they are potentially very fast

(in parallel hardware implementation), they are intrinsically non- illustrating that parallel and serial processing may be equivalent.

linear, they can address problems of high dimension, and they

can learn from experience. From the biological analogy, the neu-

rons are modeled as switching functions that take just two dis-

crete values; however, "switching" may be softened to "satura- b3" j a3

tion," not only to facilitate learning of the synaptic weights but to b2 -. a 2 y

admit the modeling of continuous, differentiable functions. bl a 1

The neural networks receiving most current attention are b a0

static expressions that perform one of two functions. The first is .41 O 1 0r

to approximate multivariate functions of the form (A•cO

y = h(x) (9 a) Single- Input/Single-Output Network.

where x andy are input and output vectors and h(-) is the (possi- u w w5

bly unknown) relationship between them. Neural networks can w6

be considered generalized spline functions that identify efficient %
input-output mappings from observations 1109, 1101. The second

application is to classify attributes, much like the decision trees

mentioned earlier. (In fact, decision trees can be mapped to b) Double-Input/Single-Output Network.

neural networks 111 I.) The following discussion emphasizes

the first of these two applications. Figure 12. Two Feedforward Neural Networks.

An N-layerfeedforward neural network (FNN) represents the

function by a sequence of operations. Consider a simple example. Various nodal activation func-
tions, oi, have been used, and there is no need for each node to

r(k) = s(k)IW(k-IOr(k-I 01 s(k)11(k)l, k = I to N (10 be identical. Choosing 0o(-) = (-), ot = (.)2, 02 = (.)3 03 = (-)4

eq. 9 is represented by the truncated power series,

,!
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Y =1-1ao x +c0) +a I(blx + Cl) 2 
+ a2(b2x + c2) 3

+ a3(b3x + c3)4 (13

(a, b, c) weighting factors are not independent). Consequently,

more than one set of weights could produce the same functional

relationship between x and y. Training sessions starting at dif- o.75
0.5 4

ferent points could produce different sets of weights that yield 0.25

identical outputs. This simple example also indicates that the un- -4
0structured feedforward network may not have compact support -2-

(i.e., its weights may have global effects) if its basis functions do 2 -4

not vanish for large magnitudes of their arguments.

The siginoid is commonly used as the artificial neuron. It is a a) Sigmoid.

saturating function defined variously as 0((1) = I/(1 + e-7) for

output in (0,1) or o(rl) = (1 -e- 2 r1)/(l + e- 2 rl) = tanh sl for output

in (- 1, 1). Recent results indicate that any continuous mapping

can be approximated arbitrarily closely with sigmoidal networks

containing a single hidden layer (N = 2) [112, 1131. Symmetric 0.2

functions like the Gaussian radial basis function (a(Ti) = e-7l 2 ) 0.1 4

have better convergence properties for many functions and have 0

more compact support as a consequence of near-orthogonality -2 -2

1 109, 1141. Classical B-sphines I1151 could be expressed in par- 0 2 -4

allel form, and it has been suggested that they be used in multi- 4

layered networks 11161. Adding hidden layers strengthens the b) x-Derivative of Sigmoid.

analogy to biological models, though additional layers are not Figure 13. Example of Sigmoid Output with Two Inputs.

necessary for approximating continuous functions, and they

complicate the training process.

In control application, neural networks perform functions

analogous to gain scheduling or nonlinear control. Consider the

simple two-input network of Fig. 12b. The scalar output and I

derivative of a single sigmoid with unit weights are shown in Fig. 15.54

13. If u is a fast variable and v is a slow variable, choosing the 2

proper weights on the inputs and threshold can produce a gain
-4

schedule that is approximately linear in one region and nonlinear -2-2 0
(with an inflection point) in another. More complex surfaces can 2

be generated by increasing the number of sigmoids. If u and v" 4

are both fast variables, then the sigmoid can represent a general- a) Radial Basis Function (RBF).

ization of their nonlinear interaction.

For comparison, a typical radial basis function produces the

output shown in Fig. 14. Whereas the sigmoid has a preferred

input axis and simple curvature, the RBF admits more complex

curvature of the output surface, and its effect is more localized.

The most efficient nodal activation function depends on the gen-

eral shape of the surface to be approximated. There may be cases -05

best handled by a mix of sigmoids and RBF in the same network. -• -2 -2 -4
• 4

b) x-Derivative of RBF.

Figure 14. Example of Radial Basis Function Output
with Two Inputs.
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The cerebellar model articulation controller (CMAC) is an al- M-vector output is used; there are evident tradeoffs related to ef-

ternate network formulation with somewhat different properties ficiency, correlation, and so on. The data patterns associated
temae ntwok frmuatin wth smewat iffren prperies with each failure may require feature extraction, pre-processing

but similar promise for application in control systems [ 117, 1181.
that transforms the input time series into a feature vector. InThe CMAC performs table look-up of a nonlinear function over a

particular region of function space. CMAC operation can be [1241, this was done by computing two dozen Fourier coeffi-

split into two mappings. The first maps each input into an asso- cients of the input signal in a moving temporal window. As an

ciation space A. The mapping generates a selector vector a of alternative, the feature vector could be specified as a pariy vec-

dimension hA, with c non-zero elements (usually ones) from tor [1271, and the neural network could be used for the decision-
making logic in FDI. When assessing the efficiency of neural-

overlapping receptive regions for the input. The second map- ne logic f eatu eeain tbe cierda of
network FDI logic, feature extraction must be considered part of

ping, R, goes from the selector vector a to the scalar output y

through the weight vector w, which is derived from training: the total process.

y - wTa (14 Reflexive Learning and Adaptation
Training neural networks involves either supervised or unsu-

Training is inherently local, as the extent of the receptive regions pervised learning. In supervised learning, the network is fu

is fixed. The CMAC has quantized output, producing "stair- nished typical histories of inputs and outputs, and the training al-

cased" rather than continuous output. A recent paper proposes to gorithm computes the weights that minimize fit error. FNN and

smooth the output using B-spline receptive regions [1191. CMAC require this type of training. In unsupervised learning,

The FNN and CMAC are both examples of static netweorks, the internal dynamics are self-organizing, tuning the network to
home on difeen cells ofe theh outpute seani mapti ineresonsest

that is, their outputs are essentially instantaneous: given an input, home on different cells of the output semantic map in response to

the speed of output depends only on the speed of the computer. differing input patterns 11281. Dynamic networks train rapidly

Dynamic networks rely on stable resonance of the network about and are suitable for pattern matching, as in speech or characterDynrecognition.sThe remainingldiscussionefocuses ontsupervised

an equilibrium condition to relate a fixed set of initial conditions recognition. The remaining discussion focuses on supervised
to a steady-state output. Bidirectional Associative Memory learning, which is more consistent with control functions.
(BAM) networks t 1201 are nonlinear dynamical systems that Backpropagation learning algorithms for the elements of

subsume nopf networks 120, arednonlinear dy snamical semThay W(k) typically involve a gradient search (e.g., [129, 1301) that
subsume Hopfield networks [ 1211, Adaptive-Resonance-Theory.

(ART) networks 01221, and Kohonen networks [1231. Like FNN, minimizes the mean-square output error

they use binary or sigmoidal neurons and store knowledge in the E = [rd - r(N)]Trrd-[

weights that connect them; however, the "neural circuits" take

time to stabilize on an output. While dynamic networks may op-

erate more like biological neurons, which have a refractory pe- where rd is the desired output. For each input-output example

riod between differing outputs, computational delay degrades presented to the network, the gradient of the error with respect to

aircraft control functions. the weight matrix is calculated, and the weights are updated by

Although neural networks performing function approxima-

tion may gain little from multiple hidden layers, networks used W ( W~k),prrQ-1)[d(k)IT (16
new ol

for classification typically require multiple layers, as follows

from the ability to map decision trees to neural networks 1111. 0 is the learning rate, and d is a function of the error between de-

The principal values of performing such a mapping are that it sired and actual outputs. For the output layer, the error term is

identifies an efficient structure for parallel computation, and it

may facilitate incremental learning and generalization. d(N) = S'[W(N-1)r(N-1)] (rd - r(N)) (17

Neural networks can be applied to failure detection and

identification (FDI) by mapping data patterns (or feature vec- where the prime indicates differentiation with respect to r. For

tors) associated with failures onto detector/identification vectors interior layers, the error from the output layer is propagated from

(e.g., [124-1261). To detect failure, the output is a scalar, and the the output error using

network is trained (for example) with "I" corresponding to fail-

ure and "0" corresponding to no failure. To identify specific d(k)= S'[W~k-)ir(k-t)j [W(k-l)lTd(k-I) (18

failures, the output is a vector, with a training value of "I" in the
ith element corresponding to the ith failure mode and zeros else- Search rate can be modified by adding momentum or conjugate-

where. For M failure modes, either M neural networks with gradient terms to eq. 16.

scalar outputs are employed or a single neural network with

- '
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Problems that may be encountered in neural network training
The CMAC network learning algorithm is similar to back-

include proper choice of the input vector, local vs. global train-
propagation. The weights and output are connected by a simple ing, speed of learning and forgetting, generalization over un-

linear operation, so a learning algorithm is easy to prescribe. trained regions, and trajectory-dependent correlations in the train-

Each weight contributing to a particular output value is adjusted ing sets. We envision an aerodynamic model that spans the en-

by a fraction of the difference between the network output and tire flight envelope of an aircraft, including post-stall and spin-

the desired output. The fraction is determined by the desired ning regions. The model contains six neural networks with mul-

learning speed and the number of receptive regions contributing tiple inputs and scalar outputs, three for force coefficients and

to the output. three for moment coefficients (for example, the pitch moment

Learning speed and accuracy for FNN can be further tin- network takes the form Cm = g(x,u), where x represents the state

proved using an extended Kalman filter 1 106, 107, 1311. The dy- and u the control). If input variables are not restricted to those
namic and observation models for the filter are having plausible aerodynamic effect, false correlations may be

created in the network; hence, attitude Euler angles and horizon-
Wk = Wk-I + qk-t (19 tal position should be neglected, while physically meaningful
zk =h(wk, 1`0 + nk (20 terms like elevator deflection, angle of attack, pitch rate, Mach

number, and dynamic pressure should be included 1107).

where Wk is a vector of the matrix Wk's elements, h(-) is an ob- The aircraft spends most of its flying time within normal mis-

servation function, and qk and nk are noise processes. If the net- s envelopes. Unless it is a trainer, the aircraft does not enter

work has a scalar output, then Zk is scalar, and the extended Kal- post-stall and spinning regions; consequently, on-line network

man filter minimizes the fit error between the training hypersur- training focuses on normal flight and neglects extreme condi-

face and that produced by the network (eq. 15). It has been tions. This implies not only that networks must be pre-trained in

found that the fit error can be dramatically reduced by consider- the latter regions but that normal training must not destroy know-

ing the gradients of the surfaces as well 1106, 1071. The obser- ledge in extreme regions while improving knowledge in normal

vation vector becomes regions. Therefore, radial basis functions appear to be a better

[h(wk,rk) - choice than sigmoid activation functions for adaptive networks.

Zk i.h + nk (21 Elements of the input vector may be strongly correlated with

Ldr' I each other through the aircraft's equations of motion; ihence, net-

with concomitant increase in the complexity of the filter. The works may not be able to distinguish between highly correlated

relative significance given to function and derivative error during variables (e.g., pitch rate and normal acceleration). This is prob-

training can be adjusted through the measurement-error covari- lematical only when the aircraft is outside its normal envelope.

ance matrix used in filter design. Pre-training should provide inputs that are rich in frequency con-

Recursive estimation of the weights is useful when smooth tent, that span the state and control spaces, and that are as uncor-

relationships between fit errors and the weights are expected, related as possible. Generalization between training points may

when the weight-vector dimension is not high, and when local provide smoothness, but it does not guarantee accuracy.

minima are global. When one of these is not true, it may speed

the computation of weights to use a random search, at least until Control Systems Based on Neural Networks

convergent regions are identified. Such methods as simulated Neural networks can find application in logic for control, es-

annealing or genetic algorithms can be considered (and the latter timation, system identification, and physical modeling. In addi-

has philosophic appeal for intelligent systems) 1132-1341. The tion to work already referenced, additional examples can be

first of these is motivated by statistical mechanics and the effects found in (135-1401.

that repeated heating and cooling have on the ground states of Figure 15a illustrates an application in which the neural net-

atoms (which are analogous to the network weights). The second work forms the aircraft model for a nonlinear-inverse control

models the reproduction, crossover, and mutation of biological law. The aircraft model of Fig. II is implemented with a neural

strings (e.g., chromosomes, again analogous to the weights), in network that is trained by a dedicated (weight) extended Kalman

which only the fittest combinations survive, filter (the thick gray arrow indicating training). The extended

Statistical methods can go hand-in-hand with SRA to train Kalman filter for state estimation is expanded to estimate histo-

robust neural networks. Following 1981, the random search ties of forces and moments as well as the usual motion variables.

could be combined with Monte Carlo variation of system param- It is possible to conduct supervised learning on-line without

eters during training, numerically minimizing the expected value interfering with normal operation because the state Kalman filter

offit error rather than a deterministic fit error, produces both the necessary inputs and the desired outputs for the
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the network training algorithm. There is no need to provide an in its own right as a means of more nearly optimal nonlinear es-

ideal control response for training, as the form of the control law timation.

is fixed. Procedural and reflexive functions are combined in this

control implementation, under the assumption that the direct ex- Aircraft 4-

pression of inversion is the most efficient approach.

Figure 15b shows a logical extension in which the inverse

control law is implemented by neural networks. Inversion is an
implicit goal of neural-network controllers [135, 1361, and the *-IG(x)] f*(x) Kalman Filter

formal existence of inversion networks has been explored 11411.

Although Fig. 15b implies that the inversion networks are pre-

trained and fixed, they, too, can be trained with the explicit help Neurkl Kalman Filterne

of the network that models the system 1 1361. Here it is assumed

that the control networks have been pre-trained, as no desired a) Neural Network for Modeling and Adaptation.

output has been specified.

If a desired control output is specified (Fig. 15c), then the Neural

formal model of the aircraft is no longer needed. The control Network

networks learn implicit knowledge of the aircraft model. Re-

ferring to Fig. 10 and eq. 1 and 2, control and estimation gains,

state-transition and control-effect matrices, and measurement SaNeural Kate Extended

transformations can be implemented as static neural networks Network

w;th either off-line or on-line learning.

It can be useful to divide control networks into separate feed- _- Neural Weight Extended

back and forward parts, as this may facilitate training to achieve Network Kalman Filter

design goals. A feedback neural network has strongest effect on b) Neural Networks for Modeling, Adaptation, and Control.

homogeneous modes of motion, while a forward neural network

is most effective for shaping command (forced) response. This

structure is adopted in 11391, where the forward and feedback

networks are identified as reason and instinct networks. In pre- t

training, it is plausible that the feedback network would be

trained with initial condition responses first, to obtain satisfac-

tory transient response. The forward network would be trained Neural State Extended

next to achieve desired steady states and input decoupling. A Network Kalman Filter

third training step could be the addition of command-error inte-

grals while focusing on disturbance inputs and parameter varia- Weight Extended

tions in training sets.

Once baselines have been achieved, it could prove useful to Ideal

admit limited coupling between forward and feedback networks Model

to enable additional nont.near compensation. In adaptive appli-

cations, networks would be pre-trained with the best available c) Neural Networks for Control Alone.

models and scenarios to establish satisfactory baselines; on-line

training would slowly adjust individual systems to vehicle and Figure 15. Adaptive Control Structures Using Neural Networks.

mission characteristics.

Including the integral of command-vector error as a neural CONCLUSION

network input produces a proportional-integral structure 11401, Intelligent flight control systems can do much to improve the

while placing the integrator beyond the network gives a propor- operating characteristics of aircraft. An examination of cognitive

tional-filter structure (Fig. 10). The principal purpose of these and biological models for human control of systems suggest that

structures is, as before, to assure good low- and high-frequency there is a declarative, procedural, and reflexive hierarchy of func-

performance in a classical sense. Extension of neural networks tions. Top-level aircraft control functions are analogous to con-

to state and weight filters is a logical next step that is interesting scious and preconscious thoughts that are transmitted to lower-

level subsystems through subconscious, neural, and reflex-like

jt
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activities. Human cognition and biology also suggest models 22. Erzberger, H., McLean, J. tD.. and Barman, J. F., "Fixed-Range Optimum

for learning and adaptation, not only during operation but be- Trajectories for Short Haul Aircraft, NASA TN D-8115, Washington,DC, Dec. 1975.

tween periods of activity. 23. Stengel, R. F., and Marcus. F. J., "Energy Management for Fuel Con-
servation in Transport Aircraft," IEEE Trans. Aero. Elec. Sys., Vol. AES-

The computational analogs of the three cognitivelbiological 12, No. 4. July 1976, pp. 464-470.

paradigms are expert systems, stochastic controllers, and neural 24. Battin, R. H., An Introduction to the Mathematics and Methods of Astro
dynamics, AIAA, New York, 1987.

networks. Expert systems organize decision-making efficiently, 25. Widnall, W. S., "Lunar Module Digital Autopi ot, 1. Space Rockets, Vol.
8, No. 1, Jan. 1971, pp. 56-62.

stchastic controllers optimize estimation and control, and neural 26. Stengel, R. F., "Manual Attitude Control of the Lunar Module," J. Space
networks provide rapid, nonlinear, input-output functions. It ap- Rockets, Vol. 7, No. 8, Aug 1970, pp. 941-948.

27. Lambregts, A. A., "Integrated System Design for Flight and Propulsion
pears that many functions at all levels could be implemented as Control Using Tctal Energy Principles," AIAA Paper No. 83-2561, New

.While this may not always be necessary or even 2. York, Oct. 1983.
neural networks.8. Wagner, S. M., and Rothstein, S. W.," Integrated Control and Avionics
desirable using sequential processors, mapping declarative and for Air Superiority. Computational Aspects of Real-Time Flight Manage-

merit." AMA Guid., Nay., Cont. Conf., Boston, Aug. 1989, pp. 321-326.
procedural functions as neural networks may prove most useful 29. Harris, W. H., and Levey, J.S., ed.. New Columbia Desk Encyclopedia,Columbia U. Press, New York, 1975.
as a route to new algorithms for the massively parallell processors 3.Clmi .Pes e ok 9530. Sternberg, R. J., "Human Intelligence: The Model is the Message,"
of the future. Science, Vol. 230, Dec. 6, 1985, pp. I111-1118.

31. Searle, J. R., "Is the Brain's Mind a Computer Program?" Scient. Amer.,
Vol. 262, No. l, Jan. 1990, pp. 26-31.
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X-29: LONGITUDINAL INSTABILITY AT HIGH ANGLE-OF-ATTACK

by

Dr Lawrence A. Walchli
Wright Laboratory

Wright-Patterson AFB OH 45433-6553
United States

ABSTRACT Ship #2, which was modified to allow
high AOA testing, began flying in May

Relaxed static stability (RSS) was 1989. Its spin chute was designed to
chosen as one of the primary assist the pilot in regaining control
technologies to be flight in the event of a departure from
demonstrated on the forward swept controlled flight. Control surface
wing X-29 aircraft. Development tutorial lights mounted in the
experiences and performance benefits cockpit assist in this task. The
of this technology in the high angle- flight control system software was
of-attack (AOA) regime of flight are significantly modified in order to
described. Flight test results best utilize the various surfaces in
validate the X-29's wind tunnel controlling this highly unstable
database and the updated piloted aircraft in a post-stall environment.
simulation is used for parameter One g envelope expansion was
variations to thoroughly explore the completed to 67 degrees AOA and ten
potential performance of an aircraft degrees sideslip. Accelerated entry
with high levels of static high AOA expansion allowed all-axis
instability, maneuvering to 45 degrees. The

inherent high-lift capability of this
INTRODUCTION unstable configuration resulted in

coordinated rolls to instantaneous
The X-29 integrates several different rates of 70 degrees per second under
technologies into one airframe as approximately 2 g conditions at 30
depicted in Figure 1. The degrees AOA. The military utility of
aeroelastically tailored composite this vehicle is in a class by itself.
wing covers cause the forward swept
wing to twist as it deflects, AIRCRAFT AND FLIGHT CONTROL SYSTEM
successfully delaying wing DESCRIPTION
divergence. The thin supercritical
airfoil, coupled with the discrete Two essentially identical X-29s were
variable camber produced by the designed and built by Grumman
double-hinged full span flaperons, Aerospace Corporation, Bethpage, New
provide optimum wing performance at York. To reduce overall program
all flight conditions. The aircraft costs, the Air Force supplied several
was designed to be 35 percent major components of the aircraft to
statically unstable by adding a Grumman. These included the F-5A
close-coupled, variable incidence forebody and nosegear; F-16 main
canard, without which the wing-body gear, actuators, airframe-mounted
combination would be near-neutrally accessory drive and emergency power
stable. The canard, which has an unit; F-18 F404 engine; SR-71 HDP5301
area about 20 percent of the wing flight control computers; and F-14
area, produces lift and its downwash accelerometers and rate gyros. Use
delays flow separation at the wing of these time-proven components also
root. The three-surface pitch increased the reliability of the
control--the canard, flaperon, and flight vehicle.
strake flap--is used by the digital
fly-by-wire flight control system to The X-29 flight control system (FCS)
control an otherwise unflyable is a triplex digital fly-by-wire
unstable vehicle. The success of the system with triplex analog backup (as
X-29 really rests with the shown in Figure 2). The fail-
integration of these technologies op/fail-safe system used MIL-F-8785C
into a single synergistic and MIL-F-9490D specifications as
configuration built for drag design guides. Flying quality design
reduction in turning flight, goals were Level I for the primary

digital mode and Level II for the
Two X-29 aircraft were designed and analog back-up mode.
built. The first entered flight
testing in December 1984 and Normal aircraft operation is
concluded in December 1988, accomplished through the normal
completing 242 flights and over 200 digital (ND) mode with its associated
flight hours. A primary objective of functional options such as automatic
Ship #1 testing was to validate, camber control (ACC), manual camber
evaluate, and quantify the benefits control (MCC), speed stability,
of RSS at subsonic and supersonic precision approach control, and
speeds below 20 degrees AOA. direct electrical link. ND also
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contains options in its gain tables by the pilot and overcome the
for power approach, up-and-away, and inertial coupling of the aircraft, or
degraded operation. in other words, design robustness.

Trim drag in the supersonic regime is
The normal digital mode has a pitch decreased through reduced control
rate control law with gravity vector surface deflection requirements.
compensation, driving a discrete ACC Further, in the case of a canarded
system. This mode is gain-scheduled vehicle such as the X-29, the
as a function of Mach number and aircraft requires positive lift to
altitude and incorporates a trim at high speed. This in turn can
sophisticated redundancy management improve the overall supersonic drag
system allowing fail-op/fail-safe polar.
flight. MCC is a pilot-selected,
fixed flaperon sub-mode of ND Since static stability in pitch
normally used for landing. increases with both Mach number and

angle-of-attack, it is easy to see
The analog reversion (AR) mode is the the juggling act which a designer
back-up flight control system, faces when designing an aircraft
designed to bring the aircraft safely suitable for air superiority as well
back to base. The AR mode provides a as high speed penetration. The
highly reliable, dissimilar control supersonic regime requires moderate
mcde to protect against generic to neutral static stability for best
digital control failures. It performance.
incorporates functions similar to
those of the ND mode. AR contains no Figure 3 clearly shows that to
longitudinal trim capability or pitch maintain a reasonable level of
loop gain compensation with dynamic longitudinal stability (positive two
pressure while the aircraft is on the percent) during supersonic flight,
ground. In all other aspects, it the low speed range inherits a high
performs like the ND control system. level of static instability (negative

35 percent).
The Ship #2 flight control laws were
modified to permit all-axis It is projected that the air
maneuvering to 40 degrees AOA, and superiority role of future high
pitch-only maneuvering to as high as performance fighters will encompass
70 degrees AOA. Below 10 degrees, all areas of the flight envelope
the control laws are identical to including low speed, very high AOA.
those last flown on Ship #1. Between It is in this region that RSS
10 and 20 degrees, the high AOA produces the most serious demands on
modifications are faded in until the aircraft flight control system.
above 20 degrees they are fully Not only does the FCS need to offset
functional. the severe instability, but it must

also have enough robustness to allow
The high AOA changes are fairly the pilot to demand changes in flight
simple. A spin prevention logic is path or orientation as required in
active above 50 degrees or below combat.
minus 25 degrees AOA with increasing
yaw rate. The logic increases the Figure 4 depicts the longitudinal
authority of both the rudder pedals control power typical of a fighter
and lateral stick and disconnects all operating at low speed, high angle-
other lateral/directional feedbacks. of-attack. The respective inflection
Besides the spin prevention logic, an points for pitch authority occur
aileron-to-rudder interconnect nominally above 30 degrees AOA for
provides for better roll coordination all current fighters. The critical
at high AOA. Also assisting in roll value of nose down pitch authority
coordination is a rate-of-sideslip (Cm*) is a function of flight
feedback to the rudder. Since condition, airframe parameters, and
substantial wing rock was predicted the tendency of the aircraft to
for the X-29 above 30 degrees angle- inertially couple in pitch.
of-attack, a high gain roll rate-to-
aileron feedback loop has been added Because an aircraft operating at high
to compensate for the unstable angle-of-attack can suffer a large
rolling moment coefficient due to sink rate, a small value of Cm* may
roll rate. For a more detailed not be sufficient for a timely
description of the control system, recovery to low AOA flight. In the
see Reference 1. event that maximum nose-down pitching

moment actually becomes positive,
RELAXED STATIC STABILITY (RSS) significant problems with departure

from controlled flight and/or deep
Longitudinal static instability has stall occur. Throughout the design
long been recognized as having the process, particular attention is
potential for improving the overall focused on avoiding pitch control
performance of a high performance deficiencies. Wind tunnel data is
fighter aircraft. Subsonically, RSS used to predict pitch requirements of
al'Iows for improved agility through the flight control system, but often
rapid "g" onset and nose pointing, this data is inadequate in the
Care must be taken in the design of predictive process. FCS robustness
the FCS to provide enough control is the most satisfactory answer to
power to arrest any motions initiated provide adequate margins for error in
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control power, surface rates, and The nose-down pitching moment flight
bandwidths. data is shown in Figure 8. As with

the pitch-up data, there is a general
EVOLUTION rF RSS FOR THE X-29 shift in the curves towards more

positive Cm's. The model used for
The primary iesign point for the X-29 predictions was based on high
was the transonic region of flight. Reynolds number wind tunnel data,
This low AOA condition was used to about 1.3 million per chord. Flight
identify the desired level of relaxed Reynolds number ranged from about 13
static stability. Figure 5 depicts million at 200 KEAS to 5 million at 1
transonic wind tunnel results from a g flight conditions. The flight data
test dedicated to explore RSS on this was actually better predicted if
close-coupled canard plus forward lower Reynolds number data was used.
swept wing configuration. These Presumably, this peculiarity resulted
results suggested an optimum location from particular tunnel or model
for the aircraft center of gravity of anomalies and has, as yet, not been
negative 45 percent of the mean pursued. The pitch-down flight data
aerodynamic chord of the wing. A clearly shows that the "trouble zone"
margin of safety was added and the for Cm* as described in Figure 4
FCS designers were faced with occurred for the X-29. The nose-down
stabilizing a 35 percent unstable pitching moment was less tnan half of
vehicle. And, as they say, the rest predicted at AOA above 50 degrees at
is history! aft c.g.

The longitudinal high AOA control Following the guidelines of Nguyen
laws (architecture shown in Figure 6) and Foster (Reference 3), Figure 9
were based on wind tunnel data that shows that the X-29's Cm* is less
predicted the X-29's longitudinal than desirable at very high angles-
stability and control characteristic of-attack while operating at aft
trends would be as shown in Figure 7 center of gravity. For this reason,
(as reproduced from Reference 2). highest AOA test points were acquired
The "neutral controls" curve implies early in a given flight, since the
that the basic X-29 airframe is aircraft center of gravity moves aft
unflyable without stability as fuel is consumed. It must be
augmentation. The large, all-movable emphasized hera that no loss of
canards and the strake flaps provide control was encountered in flight.
powerful pitching moments throughout It was simply deemed wise not to
the flight envelope. The inherent tempt fate by operating at extreme
static instability is helpful in AOA under heavy weight conditions.
initiating a rapid pitch maneuver,
and the large pitch authority allows During maneuvering flight, velocity
easy capture of a pitch attitude to vector rolls produced inertial
end the maneuver and re-establish coupling in the pitch axis. Cm* then
aircraft trim. had to be treated as the minimum

nose-down pitching moment required to
Free-flight wind tunnel tests overcome all pitch-up moments. With
provided information on the dynamics the inertial coupling terms being in
of the X-29. A simplified control the nose-up direction for the X-29,
law was employed (Reference 2) which further restrictions were needed for
used both angle-of-attack and pitch- a safe pitch recovery. Figure 10
rate feedback to the canard. The provides data for coordinated
test model showed good stability and stability axis rolls, assuming the
controllability over a 13 to 40 roll and yaw rates as required for
degree angle-of-attack range. The coordination. Figure 11 adds
level of pitch stability augmentation increased yaw rates as produced in an
was varied during the test in order uncoordinated roll. Note that for a
to bound the region of predicted good coordinated roll of 20 degrees per
flying qualities for the X-29. second, the X-29 had enough pitch-

down power to overcome the nose-up
FLIGHT TEST RESULTS coupling at centers of gravity ahead

of about 452 inches. For additional
Stability and Control yaw rate in an uncoordinated 20

degree per second roll, the combined
The actual nose-up pitching coupling produces a Cm* requirement
capability of the X-29 proved to be greater than available at a center of
superior to predictions. Because the gravity of only 450 inches. From a
FCS specifically used the canard in a different perspective, a coordinated
light to moderate lifting position to 20 degree npr second roll required a
maintain maximum nose-down margin, nose-down moment coefficient of
nothing was learned about the maximum -0.05; a simular uncoordinated roll
nose-up capability of the aircraft. more than doubled the requirement
The 1 g pitch-ups to very high to -1.3.
angles-of-attack did provide data on
the total pitching moment From a longitudinal stability and
coefficient, and this data showed control viewpoint, the X-29 exhibited
clearly that the aircraft exhibited excellent maneuvering characteristics
more nose-up pitching moment at a below 50 degrees AOA, using a simple
given AOA and canard position than pitch rate command FCS. The wind
was predicted. tunnel predictions adequately
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predicted trends in stability and Can we improve the X-29? Two other
control parameters, but were members of the test team, Paul
unsuccessful in predicting accurate Pellicano of Grumman and Bill Gillard
Cm* values. The aircraft was of Wright Laboratory, ran a parameter
operated safely several times to variation study on the simulator to
about 55 degrees in 1 g flight, and gain insight on the significance of
once to 67 degrees. However, it was the VC schedule in determining the
deemed prudent to limit maneuvering aero performance of the X-29. The
to AOA below 50 degrees. study was done for the most forward

center of gravity flown, 445 inches.
Aero Performance This location translates to a

negative static margin of 23 percent.
What does RSS do to the lift and drag With the ACC scheduled as it was,
of the aircraft? To answer this none of the three longitudinal
question, a member of the test team, control surfaces was heavily loaded.
Joe Krumenacker of Grumman, "flew" To increase the aero performance, the
the X-29 on the flight validated flaperon was set to its maximum
simulator at various levels of lifting position, 20 degrees trailing
instability. The simulator model edge down. The strake was then fixed
uses a simplified thrust and ram drag at three positions, zero degrees and
model based on specific General 30 degrees up and down. Figure 16
Electric F404-400 data as a function provides the resulting trimmed canarr
of flight condition and power positions. It is intuitively obviou
setting. Figures 12-15 show the that to force more lift from tihe flap
simulator results for the three and strake, the canard must lift more
chosen levels of instability. The to keep the aircraft balanced, and so
curves represent trimmed conditions the canard schedule is shifted
at 0.4 Mach and 30,000 feet, with trailing edge down.
fixed center gravity. The aircraft
was actually flown in the range of Figure 17 shows the significant drag
-23 to -36 percent static margin. polar improvement achieved by forcing

all control surfaces to be more
Figure 12 shows the canard schedule heavily loaded at this forward center
which results from changing the level of gravity condition. The resulting
of RSS. The curves for -15 and -35 turn rate capability of the aircraft
percent static margin clearly show is significantly enhanced.
that with the chosen mechanization of
the three-surface pitch control, the CONCLUDING REMARKS
canard is always a lifting surface.
But, in the extreme case of -45 The X-29 has successfully
percent margin, the canard stops demonstrated that a very large
lifting at about 22 degrees AOA negative static margin can be safely
because both the flaperon and strake flown on a fighter aircraft and
flap have saturated. The canard must provide the benefits predicted from
then produce a nose-down moment to ground test results. The total
assure the trim of the aircraft. pitch-up p-rformance exceeded

expectations up to the 1 g, 67 degree
The drag coefficients are shown in AOA condition that was flown.
Figure 13. The lowest drag at this However, this "natural ability" of
low Mach number condition results the aircraft to increase its pitch
from the lowest level of RSS. The attitude created some concern above
trim drag increases with decreasing 50 degrees AOA in generating enough
RSS (Figure 5). However, at -15 nose-down moment to recover to low
percent RSS, neither the strake nor angle-of-attack. This forced an aft
the flap on the X-29 produces much center of gravity prohibition on the
lift; therefore, its overall drag is aircraft above 50 degrees AOA beyond
low. At an RSS of -35 percent, both fuselage station 450 inches (-29
surfaces saturate trailing edge down percent static margin). With "only"
by an AOA of 25 degrees in order to 29 percent RSS, the X-29 was able to
balance the aircraft. Induced drag perform coordinated velocity vector
reaches a maximum. For an RSS of -45 rolls at 50 degrees AOA of 20 degrees
percent, the canard stops lifting and per second.
induced drag begins to fall off.

Performance studies were done on the
The lift curve, Figure 14, shows flight validated X-29 simulator using
quite clearly that the optimum both control surface scheduling and
configuration for this aircraft is level of RSS as variables. The
with an RSS of -35 percent. Maximum results showed that a negative static
lift coefficient occurs about 40 margin of about 35 percent was near
degrees AOA. optimum. However, the ACC canard

schedule was designed at a fixed RSS
The drag polar shown in Figure 15 for (-30 percent). A more efficient
the negative 35 percent static margin scheduling of the control surfaces
is excellent in both shape and would have included adjusting the
magnitude. Both the flight control surface positions as a function of
laws and the FCS mechanization were RSS.
successful in providing this aero
performance for the X-29.



18-5

REFERENCES

1. Pellicano, et al, "X-29 High
Angle-of-Attack Flight Test
Procedures, Results, and Lessons
Learned," Society of Flight Test
Engineers 21st Symposium, August
1990.

2. Croom, Mark A., et al, "High-Alpha
Flight Dynamics Research on the X-
29 Configuration Using Dynamic
Model Test Techniques," Aerospace
Technology Conference and
Exposition, Anaheim CA, 3-6
October 1988.

3. Nguyen, L. T. and Foster, J. V.,
"Development of a Preliminary High
Angle-of-Attack Nose-Down Pitch
Control Requirement for High-
Performance Aircraft," NASA Tech
Memorandum 101684, NASA Langley
Research Center, February 1990.

FIGURE 1. X-29 TECHNOLOGIES

- HNGEOtATC



18-6

LJ1'~~~~ f"J I[:" :V~i'2 5 Th5GAA~fOS~ftVOA"

CON-O

.A-O ORGEOINAL RUMA.ET
o.g WID U NE DT

CO.

STABLEE

~FIGURE 2. X-29 VAIAIONT OFCONGTUDINA SSTATI

STABILITY WIT MAHO
p20



I1-7

FULL NOSE-UP

NOSE UP

0

PITCHING
MOMENT
COEFFICIENT
Cm

ANGLE OF ATTACK (DEG)

FIGURE 4. GENERIC RSS PITCHING MOMENT CHARACTERISTICS

0.12 - *CL=0.95

•M =0.90

0.10

CDi 
TRIM

0.08

OPTIMUM

0.06 I I I
20 0 -20 -40 -60 -80

STATIC MARGIN, % MAC

FIGURE 5. EFFECT OF RSS ON MANEUVER TRIM DRAG



18-8

CONTROLim LAWDAGA

00 10 20_ 30470 607h0 9

ANGL OFo ATTACK ofDEG)c

~~FIGURE 7 . X-29 HG O LONGITUDINALSTBLYCHRTEIIS

.4-t



POWER OFF
CANARD = -15 DEG SYM FLAP = 21.5 DEG STRAKE =30 DEG

0 ......ORIGINAL SIM MODEL X - CG
--- FLIGHT UPDATED SIM MODEL 4W54

E45

o3 -.2 5ILI
z -.4 451

U. -. 5

-.7
30. 35. 40. 45. 50. 55. 60. 65. 70. 75.

ANGLE OF ATTACK (DEG)

FIGURE 8. X-29 NOSE-DOWN PITCHING MOMENT CAPABILITY

.10
- ~MINIMUM CM* CRITERIA FROM REFERENCE 3

.05 0 X-29 CM* AT 65 DEG AOA
U X-29 FULL NOSE-DOWN Cm.AT 50 DEG ADA

0

-.05

*-.10 cv
E --

-15

-.20 Q Xcg=447 in

-. 2 Xcg=445 In

Xcg=447 In.a

-.30 Xcg=446 InE0
Xcg=445 in a

-.35

-.00 10. 20. 30. 40. 50.
Ivy/sc

FIGURE 9. HANDLING QUALITY CRITERIA FOR
MINIMUM NOSE-DOWN PITCHING MOMENT



100 KEAS
STABILITY AXIS ROLL RATE REQUIRED TO OVERCOME VELOCITY VECTOR ROLL

(DEGIS)INDUCED NOSE-UP INERTIAL COUPLING

0 PSTAB =30.

z
w
2 .2 PSTAB =40 1

0 .3

OPSTAB =50.,

z
S-.4

0 .

O AVAILABLE NOSE-DOWN AERODYNAMIC Cm

-.7
15. 20. 25. 30. 35. 40. 45. SO. 55. 60. 65.

ANGLE OF ATTACK (DEG)

FIGURE 10. INERTIAL COUPLING DURING COORDINATED
VELOCITY VECTOR ROLLS

100 KEAS

REQUIRED TO OVERCOME GENERAL
E (ROLL RATE) - (YAW RATE) NOSE-UP INERTIAL COUPLING
L) 0 (DEG'/Sl)

w

0 -.

CL AVAILABLE NOSE-DOWN AERODYNAMIC Cm

30. 35. 40. 45. 50. 55. 60. 65.
ANGLE OF ATTACK (DEG)

FIGURE 11. INERTIAL COUPLING DURING UNCOORDINATED
VELOCITY VECTOR ROLLS



.. 15% -35% . ........ -45%I

-0
0

" "40 -1e.
2 -20
0

U) -30 -0

o -40
"IC
z
4' -50

-60 I I i
0 10 20 30 40 50 60

ANGLE OF ATTACK (DEG)

FIGURE 12. EFFECT OF RSS ON X-29
CANARD SCHEDULE

-15% .-. .35% ........ 45%

2.5

2.0 .
I- . - , :: "'z-
uil

1.5-
U-
Il

0 o1.0

o .5

0
0 10 20 30 40 50 60

ANGLE OF ATTACK (DEG)

FIGURE 13. EFFECT OF RSS ON X-29 DRAG

8- _.•



18-12

-- 15%-- -35% .... 45%

2
1.8

Z1.6
Z 1.4

y 1.2 -
LL

0.-

0.2

05
0 10 20 30 40 50 60

ANGLE OF ATTACK (DEG)

FIGURE 14. EFFECT OF RSS ON X-29 LIFT CURVE

- 15%---3% 45

1.8 0
1.6

Lu

Lu

0.)

S0.6
0.4
0.2

0'
0 0.5 1 1.5 2 2.5

DRAG COEFFICIENT

FIGURE 15. EFFECT OF RSS ON X-29 DRAG POLAR



18-13 --

CANARD POSITION VS AOA
ALT=30000. MACH=0.3

20.
ACC

S..... MCC (STRAKE - +30)
10. •- M- - CC (STRAKE - 0)
10 . * MCC (STRAKE : -30)Lu

0

Z -o.-•. -- •

S -10. -- " ;
-50

-60.

0 -20. o.
a.

-30..( = )

Z -40. -K "

-50.

-60. 5. 10. 15. 20. 25. 30. 35. 40. 45. 50. 55.

ANGLE OF ATTACK (DEG)

FIGURE 16. X-29 CANARD SCHEDULE VARIATION

LIFT VS DRAG
ALT=30000. MACH=0.3

2.4 _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

-ACC

-MCC (STRAKE = +30)

2.2 MCC (STRAKE =0)
- MCC (STRAKE = -30) *

-
Z 2.0w

~1.8 p
Lu

0. I I I I I I I I
0 .25 .50 .75 1.00 1.25 1.50 1.75 2.00 2.25 2.50

DRAG COEFFICIENT

FIGURE 17. CANARD SCHEDULE EFFECT

ON X-29 DRAG POLAR



D3-1 1

Discussion

SESSION III - QUESTIONS & ANSWERS (PAPERS 13, 15, 16, 17, 18)

PAPER 13: J E JENKINS Tracking and disturbance bands are obtained for each
component, based on the specifications (see References 8

Question: & 10).

Can you briefly explain what you meant by the bad Question:
effect of using higher-order derivatives being to
introduce extraneous roots? How complex are the compensations G and F? Do they

cancel the non-minimum phase poles in P?1
Answer:

Answer:
The stability derivative approach can be shown to be
equivalent to the first representing the aerodynamic The order of the compensations are very reasonable when
reactions by indicial responses and summing these the nominal plant is the starting point for synthesizing
through the superposition (convolution) integral. Second, the loop transmission function. Right-half-plane poles are
the superposition integral is approximated by an not cancelled.
asymptotic expansion (valid for sufficiently slow
motions). The terms of the expansion have a one-to-one PAPER 16: T SADEGHI
correlation with terms of the Taylor series expansion of
the aerodynamic forces with respect to the motion Question:
variables (stability derivatives). Thus, when this
representation is put into the equations of motion, the Have you done any work regarding real-time
effect is to change the characteristic equation for the implementations of the Bierman estimator, since there is
system from a transcendental equation to a polynomial. a large computational overhead?
Increasing the number of terms retained in the expansion
increases the polynomial degree and thus the number of Answer:
roots. Therefore, extraneous roots (not belonging to the
transcendental equation) can be introduced. Some of No. We are in the process of putting together a real-time
these will be in the right-half plane and the solution will simulator with flight control laws in external and
"blow-up". dedicated R3000 CPUs with quadruple redundancy.

PAPER IS: C H HOUPIS Question:

:uestion When does y drop below 0.5, does this influence the
rank of B?

How do you choose W, the squaring down matrix?
Answer:

Answer:
I drops below 0.5 when both surfaces of a pair have

By an understanding of the physical nature of the plant been failed or damaged. When y = 0 (i.e., both surfaces
to be controlled. Currently positive and/or negative or in a pair failed), then rank of B is droped by 1. Y = 0 or
zero values are used for the elements of W -- a "trial and y < 0.5 represents very rare failure scenarios and often
error" approach. Research needs to be done on the multiple failure cases.
developing an "optimum" technique for choosing these
elements. Question:

uestion: How efficient is the pseudo inverse computation?

How do you generate the bonds on Yii/8ii for MIMO Answer:
systems?

Using the Moore-Penrose algorithm outlined by
Answer:. Karmarker has proven to be very reliable and fast.

As seen from Eq (11) the output is composed of two
components: a "tracking" and a "disturbance" output.

S..
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PAPER 17: R F STENGEL experienced pilots can benefit from explicit display of
more information, but as their skills increase, they too

Question: tend to favor sparse, analog displays. Furthermore, it can
be shown that there is a workload/opinion tradeoff

How difficult is it to generate G*(x) for an aircraft between display and control-system complexity for a

system? Does it have to match G(x) closely? fixed task: given a more complex controller, the pilot
performs as well with simpler displays. It appears to be

Answer: desirable to reduce the pilot's need to perform
compensatory tracking tasks, particularly those that can

The original system equation is be performed as well or better by automatic systems.
When that is not possible, information display should be

"x = f(x) + G(x)u tailored to the likely skill levels of the human operator.

In genera!, x has dimension (n X 1), u has dimension PAPER 18: L A WALCHLI
(m X 1), and G(x) is non-square (n X m). Consequently,
G(x) is not strictly invertible, although various pseudo- Question:
inverses can be defined. Given an m-dimensional output
vector, You mentioned an instability of 35% for the X-28. High

instability has aerodynamic advantages, but requires high
y = Hx control power and high rate activators. Others suggest

15-20% instability is closer to optimum. Can you

it is possible to define an output derivative equation, comment?

y~d) == f*(x) = G*(x)u Answer:

for which G*(x) is square (m X m) and invertible. The X-29 is a technology demonstrator and was
Equations for G*(x) are given for alternate definitions of specifically designed to explore the limits of relaxed
the output matrix H in Ref. 105 (where G*(x) is called static stability. The aircraft was configured to safely fly
B*(x) and H is called C). These relationships are -35% margin. It produced significant performance
straightforward; however, on-line evaluation is based on benefits - reduced drag, high lift, and excellent
a full, diferentiable, nonlinear model of aircraft manoeuvrability. However, the integration of RSS with
aerodynamics. Unless H is the identity matrix and m = n, the specific X-29 technology suite produced these results.
G(x) and G*(x) are quite different, both in dimension An RSS of -15 to -20% on some other configuration may
and numerical definition; therefore, they do not match be optimal for that specific configuration.
each other in any obvious way.

Question:
Question:(about the film)

You showed jets or blowing for control at High AoA.

I have been surprised at the amount of numerical data How does it compare with thrust vectoring?
which appears on the HUD. This reminds me of a report
I read, some 5 years ago, on an F-18 accident. One Answer:
conclusion of the report was that the attention of the
pilot was called by numerical values (here the IAS, The Vortex Flow Control (VFC) concept is being flown
because he experienced a minor problem on the on the high AoA X-29 testbed as a proof-of-concept
afterburner). The report justifies its recommendation by experiment. To date it is performing well and is
the following fact: to read numerical values you need the supplying the data necessary to incorporate this new
foveal vision which is controlled by the brain, and the control effector into the flight control system. Multi-axis
information goes to it; it needs 1/10 to 1/5 of a second; thrust vectoring is more mature and may be superior.
the "analog-type" data are extracted by the peripheral VFC uses a lightweight system, a small amount of
vision and do not "mobilize" the brain. I am prepared to engine bleed air through an accumulator, is not totally

share this conclusion; however, the pilot has to know its dependent on engine operation (emergency consideration)
speed! and should be simpler to incorporate into the flight

control system.

Answer:
COMMENT ON PAPER 17:

Many tests of human control reveal that experienced
pilots perform well with a minimal amount of displayed My comment is that with all the new technology, why do
information and, where possible, that this information we still crash aircraft? There was the SAAB Viggen and
should be displayed in analog fashion. The pilots find recently the YF-22 in the USA. There is a large data
additional data to be extraneous and distracting. Less base of what pilots like and what they do not like. I see

-rt
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Discussion

SESSION III - QUESTIONS & ANSWERS (PAPERS 13, 15, 16, 17, 18)

PAPER 13: J E JENKINS Tracking and disturbance bands are obtained for each
component, based on the specifications (see References 8

Question: & 10).

Can you briefly explain what you meant by the bad Question:
effect of using higher-order derivatives being to
introduce extraneous roots? How complex are the compensations G and F? Do they

cancel the non-minimum phase poles in P?
Answer:

Answer:

The stability derivative approach can be shown to be
equivalent to the first representing the aerodynamic The order of the compensations are very reasonable when
reactions by indicial responses and summing these the nominal plant is the starting point for synthesizing
through the *uperposition (convolution) integral. Second, the loop transmission function. Right-half-plane poles are
the superposition integral is approximated by an not cancelled.
asymptotic expansion (valid for sufficiently slow
motions). The terms of the expansion have a one-to-one PAPER 16: T SADEGHI
correlation with terms of the Taylor series expansion of
the aerodynamic forces with respect to the motion Question:
variables (stability derivatives). Thus, when this
representation is put into the equations of motion, the Have you done any work regarding real-time
effect is to change the characteristic equation for the implementations of the Bierman estimator, since there is
system from a transcendental equation to a polynomial. a large computational overhead?
Increasing the number of terms retained in the expansion
increases the polynomial degree and thus the number of Answer:
roots. Therefore, extraneous roots (not belonging to the
transcendental equation) can be introduced. Some of No. We are in the process of putting together a real-time
these will be in the right-half plane and the solution will simulator with flight control laws in external and
"blow-up". dedicated R3000 CPUs with quadruple redundancy.

PAPER 15: C H HOUPIS Question:

Question: When does y drop below 0.5, does this influence the
rank of B?

How do you choose W, the squaring down matrix?
Answer:

Answer:
y drops below 0.5 when both surfaces of a pair have

By an understanding of the physical nature of the plant been failed or damaged. When y = 0 (i.e., both surfaces
to be controlled. Currently positive and/or negative or in a pair failed), then rank of B is droped by 1. y = 0 or
zero values are used for the elements of W -- a "trial and y < 0.5 represents very rare failure scenarios and often
error" approach. Research needs to be done on the multiple failure cases.
developing an "optimum" technique for choosing these
elements. Question:

Question: How efficient is the pseudo inverse computation?

How do you generate the bonds on Yii/8ii for MIMO Answer:
systems?

Using the Moore-Penrose algorithm outlined by
Answer: Karmarker has proven to be very reliable and fast.

As seen from Eq (II) the output is composed of two
components: a "tracking" and a "disturbance" output.
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PAPER 17: R F STENGEL experienced pilots can benefit from explicit display of
more information, but as their skills increase, they too

Question: tend to favor sparse, analog displays. Furthermore, it can
be shown that there is a workload/opinion tradeoff

How difficult is it to generate G*(x) for an aircraft between display and control-system complexity for a
system? Does it have to match G(x) closely? fixed task: given a more complex controller, the pilot

performs as well with simpler displays. It appears to be
Answer: desirable to reduce the pilot's need to perform

compensatory tracking tasks, particularly those that can
The original system equation is be performed as well or better by automatic systems.

When that is not possible, information display should be
"x = f(x) + G(x)u tailored to the likely skill levels of the human operator.

In general, x has dimension (n X 1), u has dimension PAPER 18: L A WALCHLI
(m X 1), and G(x) is non-square (n X m). Consequently,
G(x) is not sirictly invertible, although various pseudo- Question:
inverses can be defined. Given an m-dimensional output
vector, You mentioned an instability of 35% for the X-28. High

instability has aerodynamic advantages, but requires high
y = Hx control power and high rate activators. Others suggest

15-20% instability is closer to optimum. Can you
it is possible to define an output derivative equation, comment?

yd) == f*(x) = G*(x)u Answer:

for which G*(x) is square (m X m) and invertible. The X-29 is a technology demonstrator and %as
Equations for G*(x) are given for alternate definitions of specifically designed to explore the limits of relaxed
the output matrix H in Ref. 105 (where G*(x) is called static stability. The aircraft was configured to safely fly
B*(x) and H is called C). These relationships are -35% margin. It produced significant performance
straightforward; however, on-line evaluation is based on benefits - reduced drag, high lift, and excellent
a full, diferentiable, nonlinear model of aircraft manoeuvrability. However, the integration or RSS with
aerodynamics. Unless H is the identity matrix and m = n, the specific X-29 technology suite produced these results.
G(x) and G*(x) are quite different, both in dimension An RSS of -15 to -20% on some other configuration may
and numerical definition; therefore, they do not match be optimal for that specific configuration.
each other in any obvious way.

Question:
Question:(about the film)

You showed jets or blowing for control at High AoA.
I have been surprised at the arrount of numerical data How does it compare with thrust vectoring?
which appears on the HUD. This reminds me of a report
I read, some 5 years ago, on an F-18 accident. One Answer:
conclusion of the report was that the attention of the
pilot was called by numerical values (here the IAS, The Vortex Flow Control (VFC) concept is being flown
because he experienced a minor problem on the on the high AoA X-29 testbed as a proof-of-concept
afterburner). The report justifies its recommendation by experiment. To date it is performing well and is
the following fact: to read numerical values you need the supplying the data necessary to incorporate this new
foveal vision which is controlled by the brain, and the control effector into the flight control system. Multi-axis
information goes to it; it needs 1/10 to 1/5 of a second; thrust vectoring is more mature and may be superior.
the "analog-type" data are extracted by the peripheral VFC uses a lightweight system, a small amount of
vision and do not "mobilize" the brain. I am prepared to engine bleed air through an accumulator, is not totally
share this conclusion; however, the pilot has to know its dependent on engine operation (emergency consideration)
speed! and should be simpler to incorporate into the flight

control system.
Answer:

COMMENT ON PAPER 17:
Many tests of human control reveal that experienced
pilots perform well with a minimal amount of displayed My comment is that with all the new technology, why do
information and, where possible, that this information we still crash aircraft? There was the SAAB Viggen and
should be displayed in analog fashion. The pilots find recently the YF-22 in the USA. There is a large data
additional data to be extraneous and distracting. Less base of what pilots like and what they do not like, I see
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experiment. To date it is performing well and is

supplying the data necessary to incorporate this new

control effector into the flight control system. Multi-axis
thrust vectoring is more mature and may be superior.

VFC uses a lightweight system, a small amount of

engine bleed air through an accumulator, is not totally

dependent on engine operation (emergency consideration)

and should be simpler to incorporate into the flight

control system.
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